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Abstract: This article examines how a class of emerging technologies—specifically, radical cognitive enhancements and artificial intelligence—has the potential to influence the future of philosophy. The article argues that progress in philosophy has been impeded, in part, by two specific constraints imposed on us by the natural architecture of our cognitive systems. Both of these constraints, though, could in principle be overcome by certain cognitive technologies currently being researched and/or developed. It surveys a number of these technologies, and then looks at a particular metaphilosophical stance (called “inflationism”) that advocates amplifying the abilities of philosophers rather than reducing the ambitions of philosophy, given the apparent “teleological gap” between philosophy’s ultimate goal (i.e., “the truth”) and the limited capacities of our evolved mental machinery.
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1. Introduction

Any useful idea about the future should appear to be ridiculous.
—Jim Dator (1996)

No article on the future of philosophy—or, for that matter, any other field of intellectual inquiry (Verdoux 2010a, 2010h)—can afford to ignore the influence that emerging technologies are likely to have on the discipline. I refer here to a panoply of (what I broadly term) “cognitive technologies,” some of which are only now becoming visible on the horizon of technological possibility; if realized, these technologies will bring about significant changes in the nature of scholarship. The idea is, in brief, that because philosophizing is an intellectual activity, any modification of our intellectual abilities will entail a corresponding change in our capacity to philosophize.1

1 Bostrom makes a similar point about ethics: “To the extent that ethics is a cognitive pursuit, a superintelligence could do it better than human thinkers. This means that questions about ethics, in so far as they have correct answers that can be arrived at by reasoning...”
In this article, I suggest that there is good reason for thinking that the antecedent “if realized” will indeed be satisfied. Furthermore, I argue that once radical cognitive technologies are realized, the venerable field of philosophy will be transformed in (at least) two respects. Summarily put, progress in philosophy has been impeded by two distinct features of the human mind that impose in principle limitations on what we can and cannot understand. On the one hand, while the territory of collective knowledge continues to expand at (something approximating) a geometric rate, the unenhanced human mind remains more or less fixed and finite; this yields the “problem of size.” On the other hand, a number of canonical problems in philosophy may, according to transcendental naturalists like Colin McGinn, have solutions that are permanently beyond our epistemic reach; this yields the “problem of type” (see McGinn 1989, 364; Verdoux 2010a).

These two problems are not, of course, peculiar to philosophy; for example, advanced physics appears to be approaching, or have already reached, the absolute limits of human comprehension (Barrow 1999; see section 3.2 below). Nonetheless, both problems stand as principled sources of ignorance in philosophy, given that philosophy (a) is interdisciplinary, as a result of philosophical naturalism and the recent proliferation of “philosophies of X,” and (b) tackles some of the most recondite problems, such as the mind-body problem, found in any area of human inquiry. The next logical step, then—one that no philosopher has yet taken—is to consider how the advanced cognitive technologies now being developed could possibly, and will probably, allow us to confront and overcome the two aforementioned problems. This article is thus an exploration of the possible and probable ways that such technologies will change our ability to do philosophy, and thereby shape philosophy’s future.

2. Cognitive Technologies

When a distinguished but elderly scientist states that something is possible, he is almost certainly right. When he states that something is impossible, he is very probably wrong.


The most significant changes to how scholarly work is done will come about through the creation of “posthumans” (for lack of a better term), or beings whose cognitive, emotional, or health-span-related capacities will, by and weighting up of evidence, could be more accurately answered by a superintelligence than by humans” (Bostrom 2010, 280).

2 See Verdoux 2010g for an extended critique of progressionism.

3 I will attempt to remain silent about the normative issue of preferability—the third P in the “three Ps” of future studies. In section 3, though, I discuss Walker’s (2002) normative metaphilosophy, which suggests a future that is most preferable.
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stipulation, “greatly [exceed] the maximum attainable by any current human being without recourse to new technological means” (Bostrom 2008). I would urge here that whatever one’s initial reaction to the notion of posthumanity might be, the idea need not be the product of “irresponsible fantasizing”4 but can be given an intellectually respectable interpretation.

Consider, on the one hand, the fact that cyborgs, or “biotechnological hybrids” (see Clark 2004), already populate the world today. They are the result of silicone breast implants, cochlear implants, pacemakers, psychoactive pharmaceuticals, deep-brain stimulation (DBS), myoelectrically controlled prosthetics, brain-machine interfaces (BMIs), powered exoskeletons, external information-processing devices, glasses, clothes, and so on (Bostrom and Sandberg 2009; Clark 2008; Ihde 1990; Moreno 2006; Lebedev and Nicolelis 2006).5 It is, in fact, increasingly the case that human adaptation to our environment (the process whereby our phenotypic features come to adaptively complement the relevant set of environmental factors) is occurring through technological modification of both the niches in which we live (Odling-Smee, Laland, and Feldman 2003) and our own bodies/minds (Clark 2004, 2008; Verdoux 2010b). That is, we are organism-artifact hybrids evolving in and to an increasingly human-built environment through the intentional action of a literal designer (Verdoux 2010c, 2010d, 2010e).

On the other hand, it is helpful to recall that Homo sapiens (which our future-oriented ancestors might have called “post-australopithecines”) does not constitute an evolutionary telos, or finalistic end point, at the apex of the phylogenetic tree. Although natural selection in the industrialized world has, as a result of modern medicine, become more or less causally impotent (Balter 2005; Curry 2006), there are still genetic changes occurring in the developing world (through selection) and as a result of subsidiary mechanisms like drift and sexual selection.6 One geneticist, in fact, has suggested that a “plausible scenario” of the future involves the human species splitting into a “robust” and a “gracile” group, just as the australopithecines did (Curry 2006). The relevant point for present purposes is that, given both the trend of cyborgization and the ateleological nature of evolution, it is almost certain (i) that there will be a species of beings that succeeds modern humans7 (the only remaining twig on the

4 I borrow this locution from Hofstadter (2005, 181), who uses it to describe the “Kurzweil-Moravec scenario,” i.e., that the technological singularity is impending and will entail radical changes to society. See also Chalmers 2010.
5 Or, if one accepts the extended mind hypothesis, biotechnologies hybrids include coupled systems like a human and his or her Filofax, or iPad, and so on (see Clark and Chalmers 1998; Clark 2008).
6 Not to mention the changes that we are introducing to our genomes through gene therapy.
7 This does not necessarily mean that Homo sapiens will go extinct; we may coexist with our technological progeny.
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hominid branch) and, furthermore, (ii) that these organisms will be at least in part constituted by nonbiological materials.

This being said, there are two distinct strategies for achieving superintelligence, both of which a growing number of mainstream philosophers are taking seriously (see Bostrom and Sandberg 2009; Schneider 2010; Chalmers 2010a). First, there are cognitive enhancements (of biological intelligence); and second, there is artificial intelligence (AI). We should also note here another important distinction, explicating further below, between “weak” and “strong” superintelligence: the former involves merely amplifying the capacities already possessed by the human mind, while the latter entails one or more qualitative changes (Bostrom 2003). In this section, I briefly consider enhancements and AI in turn; afterwards, in section 3, I expand on the two problems mentioned above and examine how the creation of posthumans, endowed with greater-than-human abilities for intellection, could transform philosophy’s future.

2.1. Cognitive Enhancements

Friends joke that I should get the iPhone implanted into my brain. But [...] all this would do is speed up the processing, and free up my hands. The iPhone is part of my mind already.
—David Chalmers (2010b, ix)

The term “cognitive enhancements” refers to a wide variety of technologies and practices; the common feature of all such phenomena is their efficacy in “[amplifying or extending the] core capacities of the mind through [the] improvement or augmentation of internal or external information processing systems” (Bostrom and Sandberg 2006, 311). (For critical comments on the normativity of the enhancement concept, see Verdoux 2010f.) Traditionally, bioethicists have contrasted the notion of enhancement, which targets the healthy individual, with that of therapy, which attempts to restore normal functions lost as a result of pathology, trauma, and so forth (Sandel 2004). Many philosophers and scientists, though, have come to reject a strong distinction between these concepts, arguing that in practice the dichotomy often collapses. As Bostrom and Sandberg write: “Cognitive enhancement of somebody whose natural memory is poor could leave that person with a memory that is still worse than that of another person who has retained a fairly good memory despite suffering from an identifiable pathology, such as early-stage Alzheimer’s disease. A cognitively enhanced person, therefore, is not necessarily somebody with particularly high (let alone super-human) cognitive capacities” (2009, 312).

Note that Chalmers’s claim is only that the iPhone is part of his mind already if the extended mind hypothesis is correct.
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One can further differentiate between “conventional” and “radical” enhancements. Conventional enhancements are, it turns out, rather ubiquitous throughout late modernity, although most are not recognized as such. Enhancements of this variety include such quotidian phenomena as education, an enriched environment, general health (especially, good “neural hygiene”), mental training, the Internet, and certain mind-augmenting drugs, to name a few. Caffeine, for example, is a psychoactive stimulant known to improve alertness and memory (White 1998). According to one recent study, approximately 90 percent of adults in North America drink one or more cups of coffee each day (Lovett 2005); caffeine is thus a widespread and socially acceptable cognitive enhancer. Or consider the fact that an education often strives “not only to impart specific skills or information, but also to improve general mental faculties such as concentration, memory, and critical thinking” (Bostrom and Sandberg 2009, 312). In fact, the process of becoming educated “often produces more permanent neurological changes than do drugs” (Bostrom and Sandberg 2009, 314).

While conventional enhancements have had a profound influence on scholarship over the millennia (even if this influence is not always obvious to us), here I am interested more in radical cognitive enhancements. In contrast to the former, this group consists of mostly experimental technologies, such as genetic engineering, nootropic pharmaceuticals, BMIs, and tissue grafts, to name a few (Walker 2002, 2008; Naam 2005).

At present, much of the research aimed at actualizing these possibilities is funded by the Defense Advanced Research Projects Agency (DARPA), as the bioethicist Jonathan Moreno discusses in Mind Wars (2006). According to DARPA, the explicit goal of research in (as they call it) “augmented cognition” (AugCog) is to “extend, by an order-of-magnitude or more, the information management capacity of the ‘human-computer’ combination by developing and demonstrating enhancements to human cognitive ability in diverse and stressful operational environments” (qtd. Moreno 2006, 51). DARPA, for example, has already developed a prototype “cognitive-feedback helmet” that enables one to remotely monitor soldiers’ stress levels during combat (Moreno 2006, 53–54), and a number of pharmaceuticals are now being researched in an effort to engineer “fearless” and “sleepless” soldiers (Moreno 2006, 114–20).

One such drug is modafinil, originally developed to treat narcolepsy. According to recent studies, modafinil has a number of cognition-enhancing effects in the healthy individual: for example, normal test sub-

---

9 See Williams 1997 for detailed discussion of Environmentally Mediated Intellectual Decline (EMID). Many technologies discussed in the extended mind literature would probably fall under the category “conventional.” Otto’s notebook, for example, is about as conventional as one can get (see Clark and Chalmers 1998).

10 Consider how much logic improves one’s ability to philosophize.
jects who took modafinil had better working memories, especially when performing more difficult tasks and when their natural performance abilities were lower (Muller et al. 2004). Furthermore, “on a larger battery of tasks, modafinil was found to increase forward and backward digit span, visual pattern recognition memory, spatial planning, and reaction time/latency on different working memory tasks” (Bostrom and Sandberg 2009, 317). Obviously, improvements in one’s ability to perform contrived tasks in the laboratory do not always translate into practical skills applicable in the real world; modafinil might not help the philosopher construct a new theory of free will, for example, although it has become a popular enhancement drug on college campuses.

A more speculative possibility involves modifying the genes responsible for the structure of the human brain. For example, we know that the NR2B gene codes for NMDA receptors are integral in long-term potentiation (the neural process that underlies learning and memory). In a recent experiment, for example, researchers overexpressed the NR2B gene in (as they dubbed them) “Doogie” mice. The resulting transgenic rodents, whose NMDA function was enhanced, far exceeded their wild-type littermates in various spatial learning activities (Tsien 2000; Tang et al. 1999). Furthermore, we know that specific homeobox genes, such as X-Otx2 in the frog, control the morphogenesis of different regions of the brain (Walker 2002). And recent research has found a variety of human genes, including MCPH1, ASPM, CDK5RAP2, and CENPJ (Tang 2006), that are responsible for the large size of the human brain (or, more specifically, for the high “encephalization quotient” of our species). Thus, another possibility for cognitive enhancement involves manipulating these genes to engineer individuals with brains even bigger than those of modern Homo sapiens.

Finally, it is worth pointing out that, because producing cognitive enhancements (like philosophy itself) is a cognitive activity, any improvements in our ability to think will feed back positively to further enhance our ability to produce enhancements. This has already happened with conventional enhancements, and in fact it (appears to have) occurred at the evolutionary dawn of our species. That is, the first humans, Homo habilis, were also (very likely) the first to manufacture stone tools, or lithics. One explanation of the “great encephalization” that our lineage underwent thus posits that these tools provided a significant evolutionary advantage; as a result, natural selection began to weed out those individuals who were less endowed with the cognitive capacities needed to fashion effective tools. This led to humans with increasingly large brains. The earliest tools of the Oldowan may have been, therefore, the first cognitive enhancement technologies that humans created (albeit ones whose enhancing effects worked by altering the selective environment).

Let us now turn to the second possible route to superintelligence, which discards the biological core that enhancements aim to improve.
2.2. Artificial Intelligence

Thus the first ultraintelligent machine is the last invention that man need ever make, provided that the machine is docile enough to tell us how to keep it under control.
—Irving J. Good (1966, 33)

An “artificial intelligence” (AI) is a nonbiological system that “acts intelligently” in a particular environment. That is, broadly characterized, “what [the agent] does is appropriate for its circumstances and its goal, it is flexible to changing environments and changing goals, it learns from experience, and it makes appropriate choices given perceptual limitations and finite computation” (Poole, Mackworth, and Goebel 1998). Note that, according to Bostrom’s definition of “posthuman” (given above at the beginning of section 2), posthumans are multiply realizable kinds: whatever its material constitution, all an object needs to instantiate the property “is a posthuman” is to satisfy the single condition specified above (Bostrom 2008). Thus, with respect to cognition, if an AI system’s ability to “organize information” (see Bostrom and Sandberg 2009) greatly exceeds the maximum attainable by any current unenhanced human, then that system would be a (superintelligent) posthuman.

There are a number of possible approaches to the creation of artificially intelligent agents; some of these methods are “extendable,” while others are not (although they may nevertheless facilitate the realization of “strongly” superintelligent posthumans). A quick list might include mind-uploading (also called “whole brain emulation”), artificial evolution (or “evolutionary robotics”), direct programming (as in GOFAI),11 reverse-engineering the brain and then running the brain’s algorithms on a computer, and, finally, machine learning. I will discuss a few of these in turn.

Consider, first, mind-uploading. This strategy involves replacing the neurobiological substance upon which the mind supervenes with a nonbiological, perhaps silicon-based or nanotube substrate (Kurzweil 2003). Such replacement may entail either destroying or preserving the original brain (which thus introduces a number of important metaphysical issues relating to personal identity; see Schneider 2010). One destructive method is the “microtome procedure.” The idea here is to solidify the brain to make it sectionable; one could do this “either by perfusion with paraffin, or by freezing to liquid nitrogen temperatures” (Strout 1997). The brain is then sliced into sections sufficiently small to determine, through electron microscopy (or some other technique), the precise microstructure of the brain’s component parts and their various interconnections. The resulting

11 This acronym stands for “Good Old Fashioned Artificial Intelligence”; see Dreyfus 1992 for criticism.
data are then sent to a computer that simulates the sectioned brain, at which point “the patient finds herself or himself in a shiny new [artificial] body” (Strout 1997; see also Chalmers 2010a, 42, and Bostrom 2003).

Another method, variously termed the “nanoreplacement procedure” and “nanotransfer” (Chalmers 2010a), involves injecting nanoscale robots into the brain. These nanobots position themselves around an individual neuron, learn how to simulate the neuron’s behavior, and then destroy and replace that neuron. The result is a functionally equivalent nonbiological component causally interacting with the network of biological neurons in which it is embedded. If this process is iterated enough times, the brain eventually becomes an artificial substrate whose causal properties are indistinguishable from those of the original organ. The subject’s mind has thereby been uploaded.

It is worth mentioning that such computer simulations of brain circuitry could also preserve the original specimen. One could accomplish this through some not yet developed high-resolution scanning technology (but see Strout 2002), which would image the brain “with fine enough grain that neural and synaptic dynamics can be recorded” (Chalmers 2010a, 42). Although such technology is not yet available, Chalmers reminds us that brain imaging technologies are developing at an extraordinary rate; it is therefore not unreasonable to suppose that the necessary high-resolution scanning apparatuses will be available in the relatively near term.

Finally, it is also worth making explicit the philosophical thesis upon which the above possibilities are predicated, namely, that consciousness is an “organizational invariant.” This means that the particular substrate implementing the mind is irrelevant so long as it possesses all the necessary organizational properties. If the entire nation of China, for example, decided to replicate with sufficient accuracy the causal-functional organization of a human brain for a single day, it would follow (at least on the interpretation of functionalism here adopted) that China would become the supervenience base of a genuine mind, given appropriate stimuli and output capabilities (see Block 1980). Furthermore, this interpretation of functionalism is compatible with a variety of different philosophical theories about what consciousness is. As Chalmers points out, the thesis that consciousness depends on a certain causal-functional organization of the underlying physical system says nothing about what constitutes consciousness itself. Thus, “even a property dualist can in principle accept [the] functionalist theory construed [in this] way” (Chalmers 2010a, n. 24). At present, virtually all of contemporary cognitive science is founded on at least some version of functionalism—in particular, computationalism (see Lakoff and Johnson 1999).

12 I simply cannot see how the notion that the population of China (or whatever) can become the supervenience base for mental states is any less fantastical than the notion that mental states supervene on the hundred billion or so cells linked together in the cranium. Both seem equally outrageous.
The above discussion has explored a number of different kinds of mind-uploading procedures; all of these involve *emulating* the microanatomy and physiology of the biological brain. But emulation is not an extendible procedure—that is, while an uploaded mind may be easier to *enhance* in various ways, and while an army of (possibly cloned) uploads may facilitate progress toward the subsequent invention of an extendible method, the process of brain emulation itself can only produce a mind as intelligent as the original (although the speed of cerebration may be much faster, depending on the hardware, resulting in superintelligence of the “weak” variety; see section 3.1 below). The realization of “strong” superintelligence, in contrast, requires a method that can be iteratively applied, one that enables the AI systems it produces to *exceed* the human mind. In Chalmers’s view—one that I share—the most promising extendible method is probably *artificial evolution*.

Artificial evolution is at the heart of evolutionary robotics, a research program that emerged in the 1990s and has since produced some truly amazing results. Before considering a specific example of an evolved robot, we should establish the experimental and theoretical framework in which much evolutionary robotics research is conducted. To begin, a population of “organisms” undergoing artificial evolution can consist of either virtual robots embedded in a physics-based simulated environment or actual robots situated in a real-world actual environment. (Or, in other cases, robots undergo simulated evolution and are then implemented in real-world robots for further observation.) On one approach, each robot consists of an artificial “genome,” or sequence of binary characters that encodes a simple neural network (for example, eight sensory neurons connected to two motor neurons with no hidden nodes) whose synaptic connections are differentially weighted. While recent work has focused on enabling such networks to be ontogenetically plastic, most experiments to date have involved artificial genomes that map onto *fixed* networks of neurons (that is, they are only phylogenetically plastic).

Finally, individual robots are placed in their environments for specified increments of time; after time expires, their behavior is evaluated according to a “fitness function,” such as “an individual gains fitness points by keeping as far away from predator robots as possible.” The fittest genomes are then subject to random genetic mutations and recombination (between paired genomes) and copied into the next generation. Quite surprisingly, though, “just a few hundred generations of selection are sufficient to allow robots to evolve collision-free movement, homing, sophisticated predator versus prey strategies, coadaptation of brains and bodies, cooperation, and even altruism” (Floreano and Keller 2010, 1).

Consider the case of homing. In this experiment, which involved actual miniature mobile robots called “Khepera,” researchers wanted to know whether “complex cognitive skills could be evolved by simply exposing
robots to more challenging environments” (Floreano 2010). Specifically, the environment to which the author refers consisted of a square arena with one corner marked by a light above it and a black patch painted (in a quarter-circle shape) on the floor; this patch represented a “battery charger.” The Khepera were then given twenty seconds of battery power unless they recharged their batteries by passing over the black patch. Finally, the fitness criterion stipulated that points would be assigned according to “the average rotational speed of the two wheels and distance from the walls” (Floreano and Keller 2010, 3); in other words, the fittest robots were those that moved the most and kept farthest away from the walls (relative to their “conspecifics”). It follows that robots that recharged their batteries could gain more total fitness points, since they would have more time to roam about.

Initially, the robots’ movement was random, and individuals passed through the painted corner by accident. But, as Floreano reports, “after 240 generations, [ . . . ] we found a robot that was capable of moving around the area, [going] towards the charging station only 2 seconds before the battery was fully discharged, and then immediately returning in the open arena” (Floreano 2010). What is most extraordinary about this experiment, though, is not just the apparently intelligent homing behavior of the evolved Khepera but that its network of artificial neurons acquired a single unit whose activation depended on the individual’s “position and orientation in the environment.” That is, “this neuron encoded a spatial representation of the environment” (Floreano 2010), rather like the specialized “place cells” and “head-oriented cells” in the hippocampus of the rat (Floreano and Keller 2010).

Evolutionary robotics has accomplished much in its roughly twenty-year existence, and we can expect more from it in the near future. If minds are organizational invariants, and we gain the computing power in the future to run elaborate simulations of artificially evolving organisms, then it seems quite plausible that AI systems with intelligence greater than or equal to that of modern humans could be actualized.

3. Progress in Philosophy

You do philosophy with the mind you have, not the mind you might want or wish to have at a later time.13

There are numerous identifiable impediments to progress in philosophy; some of these may be classified as institutional, financial, or communi-
cative (the latter of which has been mitigated by inventions like the academic journal and the Internet; see Bostrom 2008). In the present section, I focus on two specific impediments that are cognitive in nature: the problems of “size” and “type.” These problems impede progress because progress in philosophy (and most other scholarly fields of inquiry) is measured, generally speaking, in terms of knowledge acquisition (with “the truth” as the end goal), and the size and type conundrums each impose principled limitations on how much knowledge we as (i) individuals and (ii) a collective whole can possibly acquire. This suggests a distinction between our relative and absolute ignorance about the universe, as I discuss further below; both kinds of ignorance, and hence both problems, can in principle be overcome through the creation of advanced cognitive technologies. Let us thus examine these two problems in turn.

3.1. The Problem of Size

In other words, complexity has the ability to “multiply” like a pair of rabbits in a meadow.

The human mind has intrinsic limits with respect to how much information it can retain in memory, how quickly it can process information, and so on. In the past, such limits were unimportant (or at least not as important) because the total amount of knowledge about the universe had by our ancestors—say, around the time of Plato—was less than the total amount of information a single individual could fit in his or her head. Our Hellenic ancestors simply didn’t know about cells, proteins, atoms, quarks, evolution, genes, computers, plate tectonics, the dinosaurs, meteorites, iridium, Hadley cells, the solar system, and so forth. Epistemically speaking, the world in which they lived was much less complex (although, of course, many such civilizations had ornate mythologies to account for otherwise mysterious natural phenomena; but such mythologies do not qualify as knowledge).

But since the start of the scientific revolution (circa 1550, and ending around 1700), the piecemeal accumulation of knowledge about a wide range of phenomena, from the quantum mechanical to the chemical, biological, psychological, sociological, and cosmological, has increased exponentially—or something approximating it. The universe has turned out to be vastly complex, although possibly based on a finite number of simple nomological patterns, as the ongoing proliferation of specialties in both the sciences and humanities attests. Indeed, specialties—or “sub-fields” of study, where the prefix “sub-” can be recursively added as needed—are epistemically necessitated by our “finitary predicament”
That is, not only is there a temporal constraint on human intellectual activity (which, as I discuss below, is cognitive in nature), our capacity to effectively retain information is constrained by the nature of our evolved mental machinery. Thus, as more is known about a given domain of phenomena, the disciplines dedicated to studying those phenomena must become proportionally narrow in scope; or, in different words, because of the fixed epistemic limits of the human mind, the researcher’s focus must become increasingly parochial in order to keep the quantity of information contained within his or her (shrinking) discipline more or less the same.

As Gregg Jacobs pointed out not too long ago (summarizing Woolfolk and Lehrer), “It was possible as recently as three hundred years ago for one highly learned individual to know everything worth knowing. By the 1940s, it was possible for an individual to know an entire field, such as psychology. Today the knowledge explosion makes it impossible for one person to master even a significant fraction of one small area of one discipline” (2003, 22). Or, more sententiously put: *everyone today knows almost nothing about most things* (see Verdoux 2010a). That is to say, our relative ignorance, measured as the difference between what the individual knows and what the collective whole knows at a given point in time, is rapidly increasing, as a result of (i) the limits intrinsic to the human mind, and (ii) the exponential expansion of collective human knowledge about the universe. (In fact, this “ignorance explosion” has led some to worry...
that, for instance, “the early creative period of a scientist’s life will be passed by the time he or she has digested what is known and arrived at the research frontier”; Barrow 1999, 108).

These observations are relevant to our present topic because philosophy has become, especially in the Anglophone world, a thoroughly interdisciplinary field of study. There are several discernible reasons for this. One pertains to W. V. Quine’s influence. For example, Quine famously challenged the inveterate distinction, championed by the logical positivists, between analytic and synthetic statements. (Analytic statements are true or false according to the meaning of the constituent words, whereas synthetic ones depend on contingent matters of empirical fact.) The result was a principled blurring of the boundary between science and philosophy: while science was previously thought to be concerned with the formulation of true synthetic statements about the world, philosophy was focused on clarifying concepts through the discipline-defining method of conceptual analysis—that is, the a priori activity of specifying the necessary and sufficient conditions that an entity X must satisfy to fall within a given concept’s extension. After Quine, though, this tidy distinction between philosophy and science appeared to be untenable; philosophy and science are continuous domains of investigation.

In addition to challenging this “dogma of empiricism,” Quine advocated “naturalizing” a specific region of philosophical investigation, namely, epistemology. The argument here pertains not to the analytic-synthetic distinction but to the dichotomy between description (which analytic and synthetic were both taken to be instances of) and normativity (see Searle 1999 for discussion). According to Quine, the aim of specifying a set of criteria according to which we can distinguish epistemically “good” beliefs from those that are “bad” (and thus determine which beliefs we ought to accept) has proven otiose—“a lost cause” (see Kim 1988). Thus, Quine argues that epistemology should be absorbed by psychology, an empirical discipline that strives to merely describe, in causal-nomological terms, how humans actually form their beliefs, and how those beliefs change over time, without offering any normative evaluations of those beliefs (that is, without attempting to say which are, and which are not, epistemically justified). This radical proposal is Quine’s “replacement thesis” (Kornblith 1994).

Many philosophers have found Quine’s prescription—to make epistemology a “chapter of psychology”—unsatisfactory (Kim 1988); nonetheless, as a result of Quine’s work, a more modest version of naturalism has gained many champions in contemporary philosophy. Peter Godfrey-Smith, for example, advocates a version that “requires that we begin our philosophical investigations from the standpoint provided by our best she may be more of an epistemic generalist while spending less time training or in an apprenticeship.
current scientific picture of human beings and their place in the universe. [. . . ] Science is a resource for settling philosophical questions, rather than a replacement for philosophy or the source of philosophy’s agenda” (Godfrey-Smith 2003, 154). But beginning our philosophical projects from the standpoint of our best current science requires one to know about our best current science. Thus, naturalism requires that philosophers grasp both their own field as well as whichever subfields of science might be in any way germane to the philosophical project at hand. The naturalistic philosopher must be scientifically educated and informed.

But this is not the only reason philosophy is interdisciplinary; there is also the multiplicity of different subject matters about which philosophers philosophize. According to Frederick Ferre, philosophy proper consists of epistemology (the “theory of knowledge”), metaphysics (which asks, “What exists?”), axiology (which asks, “What has value?”), and methodology (which “[deals] with proper critical methods in general”) (Ferre 1995, 7). The questions that each of these subfields brings up can then be posed within and about any area of extraphilosophical research. The result is a “philosophy of X,” as in the philosophy of language, the philosophy of biology, the philosophy of religion, the philosophy of art, the philosophy of . . . mind, law, mathematics, education, science, politics, history, time, technology, and so on. Again, insofar as good philosophizing about X requires one to know about both philosophy and X, the philosopher of X is engaged in a thoroughly interdisciplinary kind of scholarship.

The point to which this discussion has been leading is this: with the explosive growth of collective human knowledge in both the sciences and the humanities, interdisciplinary work has become increasingly difficult to do well. As Jacobs observed above, it may be impossible, given certain human constraints, to become an expert on any one area of study today, such as both philosophy and X. As a consequence, then, “philosophy of X” scholarship suffers, and the norms of naturalism become increasingly more difficult to follow in practice. (Or, in Sellars’s metaphilosophical view, our ability “to understand how things in the broadest possible sense of the term hang together in the broadest possible sense of the term” becomes excessively arduous when the breadth of “things” and “hangs together” exceeds the intellectual capacities of the human [Sellars 1962, 37]).

At the risk of belaboring the point, another way of putting this goes as follows. Because the breadth and depth of each individual’s total knowledge are, to an approximation, inversely correlated—that is, the more one knows about any single topic, the fewer topics one knows about; and the more topics one knows about the less one knows about any single topic (Verdoux 2010a)—an increase in knowledge about X means, generally speaking, less knowledge about Y, and vice versa. And this inverse relation directly follows from the constraints of time and memory: the day is
only so long, and the mental space in which to retain information only so capacious.\textsuperscript{20} Such is our finitary predicament. Some scientists working within the field of “cognitive informatics” have, in fact, attempted to quantify the human capacity to remember. According to Wang, Liu, and Wang (2003), the memory capacity of the human brain is approximately $10^{6432}$ bits. And, with respect to the constraint of time (or the information-processing speed of the human brain), Ray Kurzweil (2003) writes: “The human brain has about 100 billion neurons, with about 1,000 connections from one neuron to another. These connections operate very slowly, on the order of 200 calculations per second, but 100 billion neurons times 1,000 connections creates 100 trillion-fold parallelism. Multiplying that by 200 calculations per second yields 20 million billion calculations per second, or, in computing terminology, 20 billion MIPS.”\textsuperscript{21} The point here is that the human brain does indeed have an upper limit in terms of its computing power, as well as of its capacity to store information in memory.\textsuperscript{22}

It follows from these considerations that one way to overcome the epistemic problem of size (or complexity) is to develop effective cognitive technologies. Such artifacts could target, for instance, the constraints of time and memory by (a) increasing the maximum speed at which a mind can perform calculations (thus “lengthening the day,” so to speak), and (b) increasing the total capacity of our cognitive systems to encode, store, and retrieve information. Other constraints arising from cognitive phenomena like attention, understanding, and even creativity could also be, to some degree, overcome (see Orca 2009). An uploaded mind running on powerful hardware, for example, would be able to process significantly more information per increment of time than current humans can. And an AI with a superhuman “memory system” might explore interdisciplinary connections that no human could possibly entertain, since the AI would be able to master not only one but multiple domains of scientific or humanistic knowledge.

In sum, advanced cognitive technologies seem to offer one way of overcoming the increasingly urgent size problem. If such technologies are realized in the future, then interdisciplinary fields like contemporary “analytic” philosophy, with its growing number of “philosophy of X” subfields, should expect to undergo a radical transformation, as superintelligent

\textsuperscript{20} As Chomsky states, just as humans have the capacity to solve certain problems, so too do they “lack the capacity to solve other problems, which will either be far too difficult for them to handle within existing limitations of time, memory, and so on or will literally be beyond the scope of their intelligence in principle” (Chomsky 1988, 149).

\textsuperscript{21} Kurzweil then adds that, given Moore’s law, “we’ll have 20 billion MIPS for $1,000 by the year 2020” (although this leaves open the software question) (Kurzweil 2003).

\textsuperscript{22} Furthermore, Moravec estimates that “a computer with 100 million MIPS [one million machine instructions per second] should be equal to humans in intelligence” (Walker 2002).
agents (or, intermediately, variously modified humans whose computational capacities are augmented) come to master knowledge-domains that we unenhanced members of *Homo sapiens* are barely capable of glimpsing.

### 3.2. The Problem of Type

The organ sitting in our heads has not the size and power to comprehend everything that exists.
—Colin McGinn (1993, 36)

Even if a single posthuman could master every theory established by contemporary science and philosophy (whenever “contemporary” is exactly), a question remains concerning the capacity of that individual to comprehend, in principle, every true theory about the cosmos. In other words, overcoming the problem of size through advanced cognitive technologies would only eliminate our *relative* ignorance; it would have absolutely no bearing on our *absolute* ignorance.

Thus, the superintelligent philosopher of the future might have complete knowledge of both philosophy and physics, for example, but still not be able to understand deeply the nature of the eight additional spatial dimensions posited by M-theory.\(^{23}\) As Bostrom puts it, “Our cognitive limitations may be confining us in a Platonic cave, where the best we can do is theorize about ‘shadows’, that is, representations that are sufficiently oversimplified and dumbed-down to fit inside a human brain” (Bostrom 2005). In contrast to the problem of size, then, epistemic quandaries of this variety result from principled constraints on the *conceptual space* to which a cognitive agent, such as *Homo sapiens*, has access, given the evolutionary peculiarities of its mental machinery.\(^{24}\) By analogy, there may be true theories accessible to a class of qualitatively distinct minds (with respect to us humans) that are permanently beyond our own epistemic reach, just as there are true theories accessible to the human mind that are forever beyond the reach of crickets. This is the phenomenon of “cognitive closure,” a central idea of *transcendental naturalism*.

---

\(^{23}\) As Dawkins insightfully writes, “[I want to pursue the point] that the way we see the world, and the reason why we find some things intuitively easy to grasp and others hard, is that our brains are themselves evolved organs: on-board computers, evolved to help us survive in a world—I shall use the name Middle World—where the objects that matter to our survival were neither very large nor very small; a world where things either stood still or moved slowly compared with the speed of light; and where the very improbable could safely be treated as impossible. Our mental burka window is narrow because it didn’t need to be any wider in order to assist our ancestors to survive” (Dawkins 2006, 367–68).

\(^{24}\) Again, the problem of size only pertained to the complexity of the problem, and thus the human ability to retain and process information. The type problem thus concerns our *conceptual* limitations, the size problem our *computational* limitations.
According to Colin McGinn, a major proponent of transcendental naturalism,\textsuperscript{25} “a type of mind $M$ is cognitively closed with respect to a property $P$ (or theory $T$) if and only if the concept-forming procedures at $M$’s disposal cannot extend to a grasp of $P$ (or an understanding of $T$)” (McGinn 1989, 350). Using Chomsky’s (1976, 1988) phraseology, we may call any puzzle that we can in principle answer a “problem,” and any puzzle that is not merely unsolved but unsolvable a “mystery.”\textsuperscript{26} We may furthermore distinguish between partial mysteries that we can intelligibly ask about but cannot possibly answer, and absolute mysteries that we cannot even be perplexed by.\textsuperscript{27} For example, McGinn argues that the problem of explaining how qualitative experience arises from our fatty neural tissue presents theoretical difficulties that we will never be able to overcome. That is, we can be—and are—puzzled by this phenomenon, but we cannot explain it. Why? Because the encyclopedia of concepts to which we humans have epistemic access does not include the concepts needed to grasp the relevant (naturalistic) theory. While few would controvert the existence of absolute mysteries (that is, the idea that we are forever ignorant of certain facts, as well as ignorant about our ignorance of those facts; this involves a kind of second-order ignorance), the notion that there are askable questions that are in principle unanswerable remains a point of contention among philosophers (see, e.g., Dennett 1991).

Finally, as alluded to above, cognitive closure may also be relevant in fields of advanced science like particle physics. As McGinn observes, “One of the areas in which the possibility of cognitive closure looks most real is theoretical physics—quantum theory and the origin of the universe being the standard examples. The more advanced a theory becomes the more likely it is to approach the limits of what we can know” (McGinn 1991, 88; see Verdoux 2010a). Another candidate is the field of AI; this is, in part, why the strategy of \textit{artificially evolving} intelligent agents in the real world or computer simulations is so appealing: it is, as Douglas Hofstadter puts it, an “anti-intellectual” approach (2005, 180). (Indeed, what is more anti-intellectual than natural selection itself?)

\textsuperscript{25} I understand transcendental naturalism to be the view that \textit{there exist mysteries that the human mind cannot understand}. Whether there are partial mysteries in addition to absolute mysteries is a separate question—one need not think that consciousness, for example, poses a permanently insoluble puzzle to be a transcendental naturalist. See McGinn 1993.

\textsuperscript{26} Furthermore, one could also distinguish between “illusions” and “issues” (see McGinn 1993).

\textsuperscript{27} The former pushes against the idea that, as Wittgenstein put it, “in order to draw a limit to thinking we should have to be able to think both sides of this limit (we should therefore have to be able to think what cannot be thought)” (Wittgenstein 2010, 27). Or, in Walker’s words: “Just as only we can appreciate exactly what it is that a child fails to know or understand, so too, it seems, only creatures who transcended our understanding should be able to detail our limitations. Perhaps a full philosophical account of our epistemic limitations is not something we are in a position to formulate or even appreciate” (Walker 2002).
Thus, the idea here is that advanced cognitive technologies could, potentially, minimize not only our relative ignorance but our absolute ignorance as well. That is to say, the actualization of “strongly” superintelligent posthumans through the creation of radical cognitive enhancements or advanced AIs could result in a redefinition of the boundary between problems and mysteries—just as Darwinian evolution redefined this boundary for *Homo sapiens* (with respect to our phylogenetic ancestors).

Such a “conceptual revolution” is plausible because *cognitive closure is a mind-relative phenomenon*; thus, a new kind of mind, brought into existence through natural or artificial means, might classify a given puzzle that we take to be mysterious as an easily soluble problem. “Conceivable creatures,” McGinn notes, “might invert the classifications we make with these concepts, finding consciousness and free will easy to penetrate and explain scientifically, while being quite mystified by the movement of the planets or the nature of digestion” (McGinn 1994).

The possibility of redefining the mystery-problem boundary is especially relevant to philosophy’s future because philosophy is a repository of many of the most abstruse problems that humans have ever articu-

28 Carol Rovane, in a response to Colin McGinn’s transcendental naturalism, very briefly makes a similar suggestion. She writes: “But it doesn’t follow that the only cognitive limitations that we can overcome are those which are imposed by our theories. For it doesn’t follow that we cannot overcome limitations that are due to the very cognitive capacities that make theorizing possible. For one thing, our imagination can be directed at technological as well as theoretical innovation. And with the right technology we can overcome at least some of the limitations of our cognitive capacities. For example, the temporal and spatial limitations imposed by our capacities for perception, memory and calculation can to a significant extent be overcome with the aid of prosthetic devices such as telescopes, logs and computers. So some of the limitations that are due to the nature of our cognitive capacities clearly can be overcome” (Rovane 1994).

29 At one point, McGinn argues that such a conceptual revolution “is not a revolution our intellects can effect” (1993, 35). In another place, though, McGinn states that “progress [in philosophy] would require us to overcome [our] architectural or constitutive limitations—which is not going to be possible without entirely reshaping the human mind” (1993, 150). Furthermore, he writes that “the truths of philosophy [might be apprehended] only by means of intellectual prostheses; or only after substantial cerebral enhancement” (1993, 129). Indeed, this is precisely what inflationism advocates—cerebral enhancement—and what I am here arguing appears to be probable, if not merely possible, in the near-term future.

30 As Bostrom notes, artificial intellects may not have humanlike motives or psyches. For example, “The cognitive architecture of an artificial intellect may also be quite unlike that of humans. Artificial intellects may find it easy to guard against some kinds of human error and bias, while at the same time being at increased risk of other kinds of mistake that not even the most hapless human would make. Subjectively, the inner conscious life of an artificial intellect, if it has one, may also be quite different from ours” (Bostrom 2010, 279–80). See also Schneider 2010, 13–14.

31 Or, as Chomsky puts it, “A Martian scientist, with a mind different from ours, might regard this problem [of free will] as trivial, and wonder why humans never seem to hit on the obvious way of solving it. This observer might also be amazed at the ability of every human child to acquire language, something that seems to him incomprehensible, requiring divine intervention” (1988, 152).
lated. McGinn identifies (or claims to have identified) a number of these, including the nature and identity of the self, the foundations of meaning, the possibility of free will, and the availability of a priori and empirical knowledge, as well as the issue of consciousness and the mind-body problem (McGinn 1993). If these are partial mysteries, as defined above, then the creation of qualitatively new kinds of minds through advanced cognitive technologies could provide solutions that we cannot in principle understand, even if they were explained to us in exhaustive detail. Philosophy for these novel beings would be quite different from what it is for us. Either way, there is little doubt that absolute mysteries abound—that is, mysteries that we cannot even be puzzled by, just as the mouse cannot be puzzled by the nature and existence of free will. A much richer and more complete conception of the cosmos could be attained by such minds—a conception that is a little more complete in the absolute sense.

4. Cognitive Technologies and Metaphilosophy

There are many questions—and among them those that are of the profoundest interest to our spiritual life—which, so far as we can see, must remain insoluble to the human intellect unless its powers become of a quite different order from what they are now.
—Bertrand Russell (1936, 153)

According to Walker (2002), there are at least four metaphilosophical approaches to dealing with the apparent gap between the cognitive capacities of Homo sapiens and the end goal of philosophical inquiry, namely, “the truth.” First, one could simply deny that such a “teleological gap” exists. This “denialist” position is, apparently, what Donald Davidson espouses (Walker 2002), as well as scientists like Richard Feynman (arguably) and Bently Glass (Barrow 1999, 80–81). Glass, for example, claims that “we are like the explorers of a great continent who have penetrated to its margins in most points of the compass and have mapped the major mountain chains and rivers. There are still innumerable details to fill in, but the endless horizons no longer exist” (qtd. Barrow 1999, 81).

Second, the philosopher could adopt a kind of “stoic resolve” and acquiesce to the ostensible fact that our “primitive intellectual capacities” will forever preclude us from ascertaining certain correct theories about the cosmos. In Thomas Nagel’s words, “The world is a strange place, and nothing but radical speculation gives us hope of coming up with

32 That is, abstruse for us.
33 From Nagel 1989, 10. In addition to Nagel, Russell and McGinn seem to fall within this category.
any candidates for the truth. That, of course, is not the same as coming up with the truth: if truth is our aim, we must be resigned to achieving it to a very limited extent, and without certainty. To redefine the aim so that its achievement is largely guaranteed, through various forms of reductionism, relativism, or historicism, is a form of cognitive wish-fulfillment. Philosophy cannot take refuge in reduced ambitions. It is after eternal and nonlocal truth, even though we know that is not what we are going to get” (1989, 10).34

Third, the philosopher could, contra Nagel, choose to “take refuge in reduced ambitions,” thus advocating that the end goal of philosophy be modified or adjusted to better fit the limited abilities of the human philosopher; Walker (2002) labels this the “deflationary response.” Exponents of deflationism include the logical positivists (see, e.g., McGinn 1993, 149), Hilary Putnam (1992), and William James (1995). James (quoted in Walker 2002) writes: “I firmly disbelieve, myself, that our human experience is the highest form of experience extant in the universe. I believe rather that we stand in much the same relation to the whole of the universe as our canine and feline pets do to the whole of human life. They inhabit our drawing rooms and libraries. They take part in scenes [of] whose significance they have no inkling. They are merely tangent to curves of history, the beginnings and ends and forms of which pass wholly beyond their ken. So we are tangent to the wider life of things” (James 1995, 299).

The obvious fourth option is what Walker calls inflationism: “The idea, in a slogan, is that it is not we who ought to abandon philosophy, but that philosophy ought to abandon us. Consider that as a mere point of logic, if there is a gap between the telos of philosophy and humanity then there are at least two means to close this gap: either philosophy can be scaled down into something more human, or philosophers can be scaled up into something more than human. The idea would be to create better philosophers, ones more naturally suited to realizing the ambitions of philosophy” (Walker 2002). I suspect that this position has not been considered much by philosophers because its normative component has appeared (and was) infeasible. That is, if ought implies can, and if inflationism asserts that philosophers ought to be “scaled up into something more than human,” then the inflationary stance asks us to do the impossible; it is therefore untenable. But the ongoing revolution in genetics, nanotechnology, and robotics (the “GNR revolution”) is changing the feasibility of inflation-...

34 Nagel further writes that “there is a persistent temptation to turn philosophy into something less difficult and more shallow than it is. It is an extremely difficult subject, and no exception to the general rule that creative efforts are rarely successful. I do not feel equal to the problems treated in this book [The View from Nowhere]. They seem to me to require an order of intelligence wholly different from mine. Others who have tried to address the central questions of philosophy will recognize the feeling” (1989, 12).
ism’s prescription. There is, as section 2 attempts to illustrate, a vast panoply of diverse technologies currently being developed that is certain to change the cognitive contours of philosophical scholarship (and all other fields of research, for that matter). Philosophers like McGinn are thus wrong to “boldly speculate that this will be the state of philosophy in a million years time, give or take some streamlining and clarification: the fundamental disputes [e.g., about the mind-body problem] will still rage, as irresoluble as ever, as they have these many centuries” (McGinn 1993, 152). McGinn here neglects the effects that advanced cognitive technologies are likely to have on how the philosopher of the future goes about explaining explananda that are, for us, either mysterious or simply too complex to grasp mentally. McGinn falls victim to a failure of futurological imagination.

Finally, we should note that some phenomena are easier to predict than others. The location of the moon (relative to the earth, or some other astronomical body) at exactly 9:00 a.m. on January 1, 2045, for example, can be determined with a high degree of accuracy. In contrast, attempting to predict how the Dow Jones Industrial Average will close two weeks from today is notoriously difficult. With respect to such refractory phenomena, the future studies scholar Jim Dator observes that “what is often popularly, or even professionally, considered to be ‘the most likely future’ is, in all probability, one of the least likely futures” (Dator 1996).

A good dose of circumspection is thus warranted in any futurological investigation, such as the present one about philosophy’s future. Still, it is not unreasonable, I believe, to extrapolate from current trends in cognitive technologies to the conclusion that the future will contain beings whose cognitive abilities will far surpass our own abilities. The world today is already populated by biotechnological hybrids, and given Moore’s law we should soon have the computing power necessary to run elaborate simulations in which virtual robots artificially evolve over millions of generational iterations.35 Given these salient trends, then, a proper exploration of the future of philosophy ought to take seriously the possible, and probable, effects that advanced technologies will have on the discipline.
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35 As Bostrom writes, “Given the enormity of the consequences of superintelligence, it would make sense to give this prospect some serious consideration even if one thought that there were only a small probability of it happening any time soon” (Bostrom 2003).
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