Summer Arctic dipole wind pattern affects the winter Siberian High
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ABSTRACT: This study investigates the relationship between the summer [June–July–August (JJA)] Arctic dipole wind pattern and the following winter [December–January–February (DJF)] Siberian High. It is found that the summer Arctic dipole wind pattern is not confined only to the Arctic region; it spans the large domain north of 20°N. The negative phase of this wind pattern depicts an anomalous anticyclone over the Arctic Ocean and its marginal seas, except for the Barents-Kara seas where an anomalous cyclone is dominant.

This wind pattern is significantly correlated with the strength of the Siberian High during the following winter and with the frequency of extreme cold events over East Asia during the winters of 1979–2014. The relationship of this wind pattern with the winter Siberian High has strengthened over the past decades, particularly since the late 1980s. The more robust relationship coincides with significant changes in the winter atmospheric circulation and frequent occurrences of the negative phase of this wind pattern, which dynamically contributes to low September sea ice extent. The present study’s results suggest that autumn Arctic sea ice provides a link between this wind pattern and climate variability over East Asia during the following winter.

Results of simulation experiments suggest that (1) autumn sea ice loss favors the occurrence of a stronger East Asian winter monsoon; (2) the summer Arctic dipole wind pattern modulates winter atmospheric responses to sea ice loss, and the negative phase of this wind pattern enhances the negative feedback of Arctic sea ice loss on winter atmospheric variability over Eurasia and North America. These simulation experiments also imply that complex and varying summer circulation patterns obscure linkages between sea ice loss and large-scale circulation responses over Eurasia. Isolation of the summer Arctic dipole wind pattern, however, provides a potential precursor for the seasonal prediction of winter surface air temperature in a populous region of the world.
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1. Introduction

The Arctic sea ice cover has shrunk and thinned since the 1980s (e.g. Stroeve et al., 2012), allowing surface winds to enhance sea ice fracturing and ocean mixing, which promote further melting and expansion of open water (Thorndike and Colony, 1982; Proshutinsky and Johnson, 1997; Rigor et al., 2002; Serreze et al., 2007; Ogi et al., 2010; Spreen et al., 2011; Wu et al., 2012; others). Wind forcing influences spatial distribution of sea ice, sea ice transport out of the Arctic basin into the northern North Atlantic and summer Pacific warm water inflow into the Arctic Ocean, particularly when there is thinner sea ice, which allows stronger wind–ice coupling (Shimada et al., 2006). Previous observations and simulations have also suggested that sea ice thickness variability is controlled partly by wind forcing (Polyakov and Johnson, 2000; Zhang and Hunke, 2001; Holloway and Sou, 2002; Laxon et al., 2003; Ogi et al., 2010; Spreen et al., 2011). Carmack and Melling (2011) indicated that anomalous wind patterns together with the ice-albedo feedback played crucial roles in the rapid loss of Arctic sea ice in recent years.

Anomalously low September sea ice extents are usually associated with the negative phase of the Arctic dipole (AD) wind pattern and the positive phase of the Central Arctic wind pattern during the summer (July–September) season (Wu et al., 2012). The former is associated with a couplet of anomalous high/low pressure centres over the Arctic Ocean/Barents-Kara seas, and the latter correspond to anomalous high/low pressure centres over the Arctic Ocean/northern Eurasia. It should be noted that the AD wind pattern differs from the widely discussed AD anomaly derived from an empirical orthogonal function (EOF) analysis of sea-level pressure (SLP) variability north of 70°N (Wu et al., 2006), though the AD anomaly is thought to have contributed to record minima of September sea ice extents (Wang et al., 2009). In fact, the AD wind pattern is closely related to EOF3 of SLP variability over the Arctic region (Wu et al., 2012, 2014). Arctic surface wind patterns drive September sea ice extent minima through their frequency and intensity, and increased frequency (positive phase) and strengthened
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The Siberian High (SH), as an important action centre of the mid- and high-latitudes of the Northern Hemisphere, has considerable influence on cold waves, the East Asian winter monsoon (EAWM) (Ding, 1990; Wu and Wang, 2002; Jhun and Lee, 2004) and occasional cold snaps over parts of Europe. An example is the winter of 2011/2012 when more than 700 people died in Europe because of extreme cold conditions. Several studies suggest that Arctic sea ice loss strengthens the SH in subsequent months, leading to frequent cold winters over East Asia (Honda et al., 2009; Petoukhov and Semenov, 2010; Wu et al., 2011, 2013; Liu et al., 2012; Tang et al., 2013; Cohen et al., 2014; Mori et al., 2014; Kug et al., 2015). On interannual and decadal time scales, associations between Arctic sea ice loss and Eurasian winter climate variability are different (Wu et al., 2011; Yang and Wu, 2013; He et al., 2015).

This uncertainty highlights the need for the further study of associations between Arctic sea ice variability during summer/fall and high-latitude wind patterns, particularly the possible connection to atmospheric circulation variability over Eurasia during the subsequent winter. Investigating their linkage, therefore, has important implications for the seasonal prediction of winter surface air temperature in a populous region of the world.

2. Data and methods

The following datasets were used in this study: (1) the monthly Arctic sea ice concentration (SIC) from 1979 to 2013 on a 1° × 1° grid, obtained from the British Atmospheric Data Centre (BADC, http://badc.nerc.ac.uk/data/hadisst/); (2) the monthly mean SLP, surface air temperature (SAT), surface winds (10 m) and geopotential heights from January 1979 to February 2014, obtained from the National Centers for Environmental Prediction/National Centers for Atmospheric Research (NCEP/NCAR) Re-analysis I (http://iridl.ldeo.columbia.edu/SOURCES/NOAA/NCEP-NCAR/CDAS-1/MONTHLY/); and (3) daily SATs from 1 January 1979 to 28 February 2014, obtained from the NCEP/NCAR Re-analysis I.

To extract the dominant patterns of Arctic surface wind variability, complex vector empirical orthogonal function (CVEOF) analysis was applied on the area-weighted normalized monthly mean surface winds north of 50°N from January 1979 to December 2013 (420 months). The CVEOF method itself divides anomalous wind fields into a series of orthogonal wind patterns that are ranked in order of magnitude of the anomalous kinetic energy (see Appendix of Wu et al., 2012). Thus, each wind pattern corresponds to an anomalous kinetic energy of specific spatial variability in the anomalous wind fields. Each wind pattern consists of two sub-patterns that are characterized by the real and imaginary parts of its complex principal component; that is, they determine amplitude (or intensity) and positive/negative polarities of two sub-patterns. Thus, the CVEOF method is superior to EOF from a purely dynamical perspective for characterizing the variety and complexity of climate variability. Detailed information about the method is available in a study conducted by Wu et al. (2012).

The Monte Carlo method was applied to examine statistical field significance. For an anomalous field derived from linear regression, the percentage of grid points that are statistically significant at the 0.05 (or 0.01) level is first identified over a domain. This process is then repeated 1000 times with a different series of 35 numbers randomly selected from a normal distribution. The anomalous field is deemed significant if the percentage of significant grid points exceeds that derived from 1000 experimental replications. Additionally, the student’s t-test was used to assess the statistical significance of atmospheric changes between different phases. Winter daily extreme cold events were defined as winter daily SAT anomalies < −1.5 standard deviation (SD), similar to Thompson and Wallace (2001). The ECHAM5 (Roeckner et al., 2003) model (T63 spectral resolution and 19 pressure levels) was applied to explore the impact of the initial summer atmospheric conditions on the response of the model atmosphere to the observed sea ice loss forcing in the Northern Hemisphere. The present study used a relatively high horizontal resolution model relative to some previous simulation experiments, such as those with the NCAR Community Atmosphere Model (CAM) version 3 (Alexander et al., 2004; Deser et al., 2004; Magnusdottir et al., 2004; Screen et al., 2014).

3. Summer AD wind pattern and linkages with winter SH: observational analysis

To analyse the potential connections between the summer AD wind pattern and the following winter atmospheric
variability over the mid- and high-latitudes of the Asian continent, the CVEOF was applied to extract the predominant wind patterns of monthly mean surface wind variability over the high-latitudes north of 50°N. The leading wind pattern accounts for 16% of the total anomalous kinetic energy for the period 1979–2013 and consists of two sub-patterns known as the AD and northern Laptev Sea (NLS) wind patterns, similar to those in Wu et al. (2012). Figure 1 presents regression maps of the summer mean anomalies of surface wind, SLP and 1000–500 hPa thickness. When the AD wind pattern is in its negative phase, an anomalous anticyclone appears over the Arctic Ocean and its marginal seas, except for over the Barents-Kara Seas where cyclonic anomalies dominate (Figure 1(a)). Corresponding summer SLP anomalies show a dipole structure (Figure 1(b)), dynamically consistent with the spatial distribution of surface wind anomalies. The 1000–500 hPa thickness anomalies, which approximately reflect the average air temperature in the low-to-middle troposphere, also exhibit opposing anomalies over the Arctic Ocean and the Nordic Seas (Figure 1(c)).

The summer AD wind pattern is significantly correlated with the ensuing winter [December–January–February (DJF)] SLP and SAT variability over Eurasia (Figure 2). The negative phase of the AD wind pattern corresponds to significant positive SLP anomalies over most of the Asian continent, indicating a strengthened winter SH and EAWM (Figure 2(a)) that results in anomalously cold winter temperatures in East Asia and warm temperatures over much of the Arctic (Figure 2(b)). The winter SH index (SHI) is defined as the regionally averaged SLP over the region bounded by 40°–60°N and 80°–120°E (Wu and Wang, 2002). The AD wind pattern is significantly anticorrelated with the SHI (Figure 2(c): $r = -0.48$ at the 0.05 level,
Figure 2. Winter (DJF) mean (a) SLP and (b) SAT anomalies derived from linear regressions on the normalized negative AD wind pattern. Data were detrended before performing linear regression analyses. The thin and thick purple contours indicate anomalies exceeding the 0.05 and 0.01 significance levels, respectively. (c) Normalized time series of the AD wind pattern (blue line) and ensuing winter Siberian High intensity index (SHI, red line): \( r = -0.48 \). (d) Time series of a 21-year sliding correlation coefficient between the AD wind pattern and ensuing winter SHI. The year on the axis indicates the start year for calculating the 21-year sliding correlation coefficient; for example, ‘1979’ represents the correlation coefficient from 1979 to 1999.

i.e., the one relevant to the observed autocorrelation). The correlation \( r = -0.48 \) implies that the AD wind pattern explains less than one quarter of the variance, indicating that over the domain north of 50°N, the AD wind pattern accounts for a modest amount of predictability.

These findings imply that when the phase of the summer AD wind pattern is negative (positive), an anomalous surface anticyclone (cyclone) and positive (negative) thickness anomalies prevail over the Arctic Ocean and its marginal seas in summer. During the winter, following a negative (positive) AD wind pattern, the SH tends to be stronger (weaker). Consequently, the winter SH ‘remembers’ the preceding summer AD wind pattern and the corresponding thermal anomalies over the Arctic. To further examine this relationship, sequential 21-year sliding correlation coefficients between the AD wind pattern and ensuing winter SHI were calculated (Figure 2(d)). It is apparent that the relationship has strengthened over past decades, particularly since the late 1980s, with negative correlation coefficients remaining stronger than \(-0.58\).
The strengthened relationship coincides with significant changes in the winter atmospheric circulation, that is, the SLP over the Central Arctic has decreased, and the polar vortex throughout the troposphere has weakened substantially since the late 1980s (Walsh et al., 1996) along with opposite trends in winter SAT over the Arctic and the Asian continent (Cohen et al., 2012; Wu et al., 2013). Simmons (2015) analysed SLP trends in the northern mid- and high-latitudes and showed that strengthening of the summer SLP dipole pattern in the high-latitudes, with anomalous low/high pressure centres over the northern Eurasia/North America, is concurrent with positive trends in the winter SH. Other evidence suggests that the winter tripole wind pattern (a dominant winter weather pattern) over Eurasia has also occurred more frequently since the late 1980s, associated with Arctic sea ice loss (Wu et al., 2013).

Similar analyses were performed over two distinct domains: north of 70°N and north of 20°N. The AD wind patterns are similar and significantly correlated with that derived from the region north of 50°N, with correlation coefficients at 0.87 and 0.98 (after detrending). This implies that the Arctic Oscillation (AO, also known as northern annular mode) cannot be the leading pattern of climate variability from a dynamic perspective, consistent with previous studies (Wu et al., 2012, 2014). If the domain selected is north of 70°N (north of 20°N), the correlation between the summer AD wind pattern and the ensuing SHI is $-0.62 (-0.39)$ after detrending. For the domain north of 70°N, after accounting for the autocorrelation between the two time series, the correlation is $-0.62$ at the 0.01 significance level.

4. Possible mechanisms for the linkage

Autumn Arctic SIC may act as the link between the summer AD wind pattern and the following winter SH. Corresponding to the negative phase of the AD wind pattern, significant decreases in autumn SICs are observed from the Kara Sea eastwards to the East Siberian Sea, with opposing SIC anomalies in the Greenland Sea (Figure 3). This spatial distribution is dynamically consistent with an anomalous anticyclone covering the Arctic Ocean and Siberian marginal seas in the preceding summer (i.e., negative AD phase), which enhances the flow of sea ice from the Pacific sector of the Arctic, across the North Pole and out into the Atlantic where it melts (Kwok, 2009; Wu et al., 2012; Zhang et al., 2013). A strongly negative AD wind pattern (SD below $-0.5$) occurred in the summers of 1982, 1983, 1987, 1995, 1999, 2000, 2005, 2007, 2008, 2009, 2010, 2011 and 2012 (Figure 2(c)). Most of these years occur after the late 1980s, and six out of 13 are since 2007, coinciding with low September sea ice extent during the last decade. The area-weighted, regionally averaged, autumn (SON) SIC in the region bounded by 70.5°–83.5°N and 60.5°–150.5°E was calculated, and it was found that the SIC index is significantly correlated with the AD wind patterns over the three domains after detrending: 0.48 (north of 70°N), 0.46 (north of 50°N) and 0.42 (north of 20°N). These correlations suggest that the negative phase of the AD wind pattern contributes to reduced sea ice during autumn.

Earlier studies proposed mechanisms linking Arctic sea ice loss with changes in the winter atmosphere, including a possible stratosphere–troposphere interaction (Jaiser et al., 2013; Cohen et al., 2014; Kim et al., 2014; Nakamura et al., 2015). Another possibility is a negative feedback mechanism involving Arctic sea ice loss in autumn (Alexander et al., 2004; Deser et al., 2004; Magnusdottir et al., 2004; Wu et al., 2011; and others), which leads to larger heat fluxes from the ocean to the overlying atmosphere, thereby strengthening atmospheric baroclinicity and instability (Deser et al., 2004; Overland and Wang, 2010). Baroclinic processes are then gradually replaced by barotropic processes over high-latitudes, resulting in positive SLP and 500 hPa height anomalies developing over high latitudes that favour a strengthened SH. Additionally, sea ice loss in both autumn and winter contributes to a decrease in the poleward thermal gradient between the Arctic and the mid and high-latitudes of Eurasia, leading to weakened westerlies in winter (Wu et al., 2011; Francis and Vavrus, 2012, 2015) that favour cold air outbreaks southwards from the Arctic.

As a case in point, the present study compares conditions during the summer of 2011, when the AD wind pattern was low (below $-0.85$) and the SHI reached its maximum, to the situation in 1996, when the wind pattern was the highest value and the SHI was at its minimum (Figure 2(c)). During the summer of 2011, anticyclonic winds dominated the region from the Beaufort Sea clockwise to the Barents Sea (Figure 4(a)), which transferred sea ice from the
western Arctic into the eastern Arctic, that is, moving into warmer water. Meanwhile, positive anomalies in SLP and 1000–500 hPa thickness existed over most of the Arctic Ocean (Figure 4(c) and (e)). In the ensuing autumn, negative SIC anomalies emerged in the Eurasian marginal seas (Figure 5(a)), and the SHI reached a record high value in the winter of 2011/2012 (Figure 2(c)). In the summer of 1996, in contrast, atmospheric circulation anomalies were nearly opposite to those in 2011 (Figure 4(b), (d) and (f)), accompanied by positive SIC anomalies in most of the Siberian marginal seas during autumn (Figure 5(b)). The SH was substantially weaker than normal in the ensuing
winter. Results shown in Figures 1, 2 and 4 imply that when the average air temperature in the low-to-middle troposphere is higher than normal over the Arctic during summer, the winter SH tends to be stronger. The spatial distribution of correlation between the SHI and the preceding summer 1000–500 hPa thickness also support this result (not shown).

5. Model simulations of atmospheric response to sea ice forcing: roles of atmospheric initial conditions

To investigate possible linkage between the summer AD wind pattern and the following winter’s atmospheric responses, two sets of simulation experiments were conducted. The first is light sea ice (LICE) experiments with different atmospheric initial conditions that correspond to the summer anomalous cyclone (AC) and anticyclone (AA) over the Arctic Ocean and its marginal seas, which represent the positive and negative phases of the AD wind pattern. For the LICE experiments, SIC data in the Northern Hemisphere were prescribed using observed monthly SIC data from August 2011 to March 2012, while the SIC in the Southern Hemisphere and global sea surface temperature (SST) were prescribed as their climatological monthly mean. The SST and SIC data were obtained through a spatial interpolation of observations; for detailed information, refer to the Atmospheric Model Intercomparison Project (AMIP) II SST and SIC boundary condition data set (http://www-pcmdi.llnl.gov/projects/amip/AMIP2EXPDSN/BCS/bcsintro.php). The heavy sea ice (HICE) experiments were the same as the LICE experiments except that observed monthly SIC data from August 1996 to March 1997 were prescribed as the boundary conditions.

Different atmospheric initial conditions were derived from a spatial interpolation of the NCEP/NCAR daily re-analysis I during summertime (JJA) (92 days each summer) in 1996 (AC initial conditions) and 2011 (AA initial conditions). Variables included surface pressure, air temperature, divergence, vorticity and specific humidity. For both the LICE and HICE cases, 92 simulations were conducted with the AA and AC initial conditions, and the model was run from August to March of the next year. This large number of realizations allowed robust significance testing and statistical analysis. In regions where the SIC changed, the SST was prescribed at its climatological value.

Figure 6 presents differences in ensemble means between the LICE/AA (2011) and the HICE/AC (1996) (former – latter). Positive SLP anomalies are simulated over most of Eurasia and northern North Pacific, the Arctic Ocean and northern North Atlantic along with negative SLP anomalies over all of North America and Asian low-latitudes (Figure 6(a)). Some separated areas where positive SLP differences exceed the 0.05 significance level, including central Eurasia and East Asia, were observed. Negative SAT anomalies occupy most of Eurasia, the northwest North Pacific and parts of the Arctic Ocean/North America, with strong positive SAT anomalies over the Greenland Sea eastward to the Laptev Sea and eastern North America (Figure 6(b)). Compared with SLP differences, SAT differences are more robust. Significant negative SAT anomalies are evident over the mid- and low-latitudes of Eurasia, northeast Asia, the Far East of Russia, the northern North Pacific and a part of the Arctic Ocean. Significant positive SAT anomalies appear over high-latitudes, eastern North America and the northwestern Pacific sector. A comparison with observed SLP and SAT anomalies (Figure 6(c) and (d); note differences in scale) suggests that model simulations capture most major anomaly patterns, although differences are also apparent. For example, positive SLP anomalies in the eastern North Atlantic are absent in simulations, and positive SLP anomalies in the northeastern Pacific and over much of the Arctic are stronger in the simulations.
Figure 6. Winter (a) SLP (hPa) and (b) SAT (°C) differences in ensemble means between the LICE/AA and the HICE/AC experiments (former – latter). The thin and thick purple contours represent differences at the 0.05 and 0.01 significance levels, respectively. Observed winter mean (c) SLP and (d) SAT differences between 2011/2012 and 1996/1997 (former – latter). (e) Probability distribution curves (%) of simulated winter mean SATs in the domain in (b) (outlined in red) for the LICE/AA (blue) and the HICE/AC (red) experiments. (f) Evolutions of the regionally (outlined in red) averaged winter SATs with ensemble member numbers; the red and blue curves respectively indicate the HICE/AC and LICE/AA experiments, and the shading area denotes differences in winter mean SATs between the two sets of experiments at the 0.05 significance level.
The simulations capture most patterns in SAT anomalies, except in lower latitudes of Eurasia.

The present study chooses the region (50°–90°E, 40°–50°N) in the mid-latitudes of Eurasia (Figure 6(b), outlined in red) to demonstrate characteristics of winter regionally averaged SAT responses. The reason for selecting this particular region is because it exhibits significant ($p < 0.05$) differences in ensemble means between the two set experiments.

The two sets of experiments display different probability distribution curves (Figure 6(g)). Compared with the HICE/AC experiments, the distribution of simulated
winter SAT responses for the LICE/AA systematically shifts to lower temperatures. In this region, the difference in ensemble means between two sets of experiments is $-0.55^\circ C$ (the LICE/AA – HICE/AC) at the 0.05 significance level. Similar probability distribution curves are also observed in a large domain ($50^\circ$–$120^\circ$E, $40^\circ$–$50^\circ$N, not shown). Additionally, the number of ensemble members affects winter SAT responses (Figure 6(f)): differences in winter mean SATs between the two sets of experiments are steadily $>0.5^\circ C$ when ensembles exceed 50 members, and SAT differences are at the 0.05 significance level only when ensembles exceed 75 members. This implies that although atmospheric responses are small in comparison to large atmospheric internal variability (Screen et al., 2013), a robust response is still detectable. Figure 6 clearly indicates that Arctic sea ice forcing produces significant impacts, and significant negative SAT anomalies were observed over Eurasia and the northern North Pacific.

Ensemble means of simulated amplitudes of anomalies are clearly weaker relative to observations, consistent with results of some previous studies (Alexander et al., 2004; Screen et al., 2013, 2014; Mori et al., 2014; Peings and Magnusdottir, 2014). One of the reasons for relatively weak responses may be related to the use of monthly, rather than daily, SIC data as the forcing and also to the lack of interannual regional variability in sea ice loss. In the real world, sea ice losses are larger in one region than another each year, which affects the location and strength of the atmospheric response (see Kug et al., 2015). Moreover, individual ensemble members exhibit stronger responses than the ensemble mean.

Next, the present study examines the impact of atmospheric initial conditions on the winter response to reduced Arctic sea ice. Figure 7 presents differences in ensemble means between the LICE/AA and LICE/AC (former – latter). In both cases, the ensemble-mean SHIs are nearly equal (1030.2 hPa), with SDs of 1.7 (AC) and 1.8 (AA) hPa. Simulated differences in winter mean SLP and SAT are not significant over most of Eurasia (Figure 7(a) and (b)). An AA in summer over the Arctic Ocean contributes dynamically to decreases in autumn sea ice extent because the ice moves to the right of the surface wind, driving the ice poleward. It seems that relative to the AC, the AA enhances the negative feedback of sea ice loss on the winter atmospheric circulation variability over Eurasia, leading to positive SLP and negative SAT anomalies over most parts of Eurasia (Figure 7(a) and (b)). In the North Atlantic and mid-latitudes of the North Pacific, however, SLP anomalies are evident.

If only cases with a simulated SHI $>1.0\sigma$ (strong SH) are considered, the AA strengthens the winter SLP further and reduces the winter SAT over Eurasia considerably, relative to the AC (Figure 7(c) and (d)), indicating a stronger winter monsoon. In contrast, in cases with a weak SH (simulated SHIs $<-1.0\sigma$), relative to the AC, the AA weakens the winter SLP in the mid- and high-latitudes of Eurasia and strengthens SLP over the Arctic and North America, leading to positive SAT anomalies in the mid-latitudes of the
Asian continent and significant negative SAT anomalies over most of North America (Figure 7(e) and (f)), indications of a weaker winter monsoon.

Probability distribution curves of simulated winter SAT responses demonstrate impacts of different atmospheric initial conditions on atmospheric responses, and the AC initial conditions produce more frequent warm winters relative to the AA initial conditions (Figure 7(g)). Although the difference in ensemble means between the two sets of experiments is $-0.30^\circ$C (LICE/AA – LICE/AC) and not significant, their differences are visible (Figure 7(h)). Figure 7 implies that under the same conditions of reduced sea ice, the AA tends to enhance winter atmospheric circulation variability over Northern Hemisphere continents, thereby increasing the probability of extreme events (Figure 8). Simulation results suggest that, relative to the AC, the AA favours more frequent winter extreme events – both cold and warm over the mid- and low-latitudes of East Asia (Figure 8(a) and (b)) – as reflected in enhanced variability in winter SATs. This does not conflict with the result shown in Figure 7(g). In the selected region (outlined in red, Figure 6(b)), there were eight (5) extreme cold and two (1) extreme warm events for the LICE/AA (LICE/AC) experiments. Moreover, observations reveal an increased frequency of winter daily extreme cold events over the mid-latitudes of the Asian continent and East Asia during the winter of 2011/2012 versus the winter of 1996/1997 (Figure 8(c)). Statistical analyses further indicate that the negative phase of the summer AD wind pattern favours frequent occurrences of winter daily extreme cold events over the mid- and low-latitudes of East Asia (Figure 8(d)), consistent with simulation results in Figure 8(a).
The same analysis was performed using the HICE forcing with both the AA and AC initial conditions. The ensemble-mean SHIs are also nearly equal: 1030.0 (AA) and 1030.1 (AC) hPa, with SDs of 1.5 (AA) and 1.7 (AC) hPa. Although significant SLP and SAT anomalies are observed over the mid- and high-latitudes of the Northern Hemisphere, it is unclear whether the summer AD wind pattern has a substantial influence on Eurasian winter atmospheric responses under the HICE conditions (Figure 9). Robust responses are, however, exhibited over much of the North Pacific and the Atlantic sector of the Arctic Ocean. Interestingly, the sign of the SLP response...
in the northern North Atlantic is opposite for strong SHI (positive SLP anomaly) versus weak SHI (negative SLP anomaly). It seems that impacts of different atmospheric initial conditions on winter SAT responses become weaker relative to the LICE condition (Figures 7(g) and 9(g)). The difference in ensemble means between the two sets of experiments is \(-0.18^\circ C\) (AA – AC), and differences in their responses are smaller relative to the LICE forcing (Figures 7(h) and 9(h)).

The above analyses suggest that the summer AD wind pattern not only influences Arctic sea ice but also plays an important role in modulating feedback of Arctic sea ice on atmospheric circulation variability during the following winter, particularly in the background of Arctic sea ice loss when the Arctic air–sea–ice interactions become more sufficient; thus, the negative phase of the summer AD wind pattern enhances the negative feedback of sea ice loss on the winter climate and leads to lower SATs in the mid-latitudes of Eurasia, relative to its positive phase.

These simulation experiments also imply that over the Arctic, complex and varying summer circulation patterns obscure linkages between Arctic sea ice loss and large-scale atmospheric responses over Eurasia during the wintertime.

6. Conclusions and discussion

By performing CVEOF analysis of surface wind fields over the Northern Hemisphere, the present study demonstrated that the summer AD wind pattern extends over the entire Arctic as well as the mid-latitudes to 20°N. The negative phase of the summer AD wind pattern is characterized by an anomalous anticyclone over the Arctic Ocean and its marginal seas except for the Barents-Kara seas, where an anomalous cyclone dominates. This wind pattern is significantly associated with the strength of the SH and the frequency of extreme cold events over East Asia during the following winter. The results of the present study suggest that summer sea ice provides the mechanism linking this summer wind pattern with weather/climate variability over East Asia in the cold season.

Model simulations support observed findings that reduced sea ice favours strengthened winter SLP over most of Eurasia and the northern North Pacific and lower winter SAT in most of Eurasia, leading to a stronger winter monsoon. While simulated amplitudes of anomalies are clearly weaker than in observations, this is expected owing to prescribed monthly SIC data acting as the external forcing and large atmospheric internal variability. Simulations demonstrate that the summer AD wind pattern modulates winter atmospheric responses to sea ice loss. Relative to the positive phase of the summer AD wind pattern, its negative phase enhances the negative feedback of Arctic sea ice loss on the winter atmospheric variability over Eurasia and North America. Thus, the summer AD wind pattern may serve as a potential precursor of the severity of winter weather over Eurasia in the present-day climate background.

As the summer AD wind pattern extends throughout northern mid-latitudes, this wind pattern likely affects
summer SSTs in the Pacific and North Atlantic. If these SST anomalies persist into the following autumn, then they may also contribute to the winter/summer connection. Recent studies suggest that tropical and extra-tropical SST anomalies influence the Arctic and Eurasia climate (Ding et al., 2014; Sato et al., 2014; Simmons and Gov- 
ekar, 2014). It has been shown that combined effects of both SST and sea ice anomalies contribute to the winter SH variability (Wu et al., 2011; Lee et al., 2015). Associations between the summer AD wind pattern and Northern Hemisphere SST anomalies in summer and autumn, and the lag-influence of SST anomalies on the winter SH, are topics of further research.

It should be pointed out that the link between the summer AD wind pattern and the strength of the SH is non-stationary, and it depends on chosen study periods. If the period was 1960–2014, their correlation was reduced to be ~0.30 at the 0.05 significance level (not shown). During this period, 21-year sliding correlation coefficients between them were not significant prior to the mid-1970s and positive in the beginning of the 1960s (not shown), different from that in Figure 2(d). Thus, this non-stationary relationship may partly reflect an alternation of Arctic cooling and warming periods with high and high Atlantic inflow, an essential feature of the Arctic climate dynamics (Smernsud et al., 2013). Additionally, this relationship may be also related to the nonlinear response of the atmospheric circulation to sea ice changes (Petoukhov and Semenov, 2010; Semenov and Latif, 2015). Consequently, this non-stationary relationship must be considered before predicting winter SH and East Asian winter monsoon.
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