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The need for effective cybersecurity to ensure 
safety and functionality of networks used for 
healthcare has become more important with 
increased use of wireless communication, 
Internet- and network-connected medical 
devices, and the frequent electronic exchange 
of medical device–related health information. 
It is well understood that responsibility for 
cybersecurity must be shared between 
medical device manufacturers and the 
organizations that control and manage 
networks. Manufacturers are expected to 
provide information, such as the 
Manufacturer Disclosure Statement for 
Medical Device Security,1 to healthcare 
organizations (e.g., hospitals) and conduct 
cybersecurity risk analysis per Food and 
Drug Administration (FDA) guidance.2

Although cybersecurity is a relatively new 
subject to medical device manufacturers, 
safety risk management is not. Most medical 
device manufacturers have established safety 
risk management practices in compliance 
with applicable regulations and/or ANSI/
AAMI/ISO 14971:2007.3 How can manufac-
turers conduct cybersecurity risk analysis by 
leveraging their familiarity with the existing 
risk management framework? What cyberse-
curity documentation is needed to meet 
premarket submission requirements per the 
FDA guidance?2

Using examples, the current work illus-
trates how cybersecurity risk analysis can be 
performed by device manufacturers in 

leveraging safety risk analysis practices and 
how the cybersecurity risk analysis results 
can be documented to meet the premarket 
submission requirements and to communi-
cate with other stakeholders. The methods 
are not meant to be exclusive. The examples 
are based on an insulin pump system (Figure 
1) and previous research.4,5 Also of note, the 
examples are based on highly abstract 
information and are meant to illustrate the 
cybersecurity analysis methods rather than 
the completeness and accuracy of the 
technical analysis results.

Furthermore, for the examples used in this 
article, the insulin pump system is defined as 
consisting of a pump that can deliver insulin 
programmatically and a meter remote. The 
meter remote is a combined device consist-
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Figure 1. Example of an insulin pump system
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ing of a remote control and a blood glucose 
meter that can program the pump remotely, 
take blood samples to check blood glucose 
levels, and send the results to the pump. The 
communications between the pump and 
meter remote occur wirelessly.

Medical Device Safety Risk Analysis
The ANSI/AAMI/ISO 14971–based risk analysis 
methodology is illustrated in Figure 2 (further 
explanation provided in Wu and Kusinitz6).

To ensure that a device is safe for its 
intended use, device manufacturers need to 
1) have a comprehensive understanding of 
device-applicable hazards, hazardous situa-
tions, and causes (including conditions and 
events), as well as their roles in contributing 
to potential harm(s), and 2) identify and 
implement risk control(s) whenever appro-
priate to prevent the potential harm(s) from 
occurring. To accomplish these objectives, 
during the system design phase, device 

manufacturers typically begin by identifying 
top system hazards, hazardous situations, 
and potential harm(s) as applicable to a 
device and defining system-level risk con-
trols. As subsystem and detailed design 
information become available, causes 
(including conditions and events in 
sequence) of hazardous situations can be 
further identified, analyzed, and mitigated. 
The typical methods to identify these causes, 
controls, and interrelationships (i.e., causal 
chains) include top-down analysis (e.g., fault 
tree analysis) and bottom-up analysis (e.g., 
failure mode effects analysis [FMEA]).7 A risk 
control eliminates the causes, prevents the 
causes from becoming hazardous situations 
or harms, or reduces the severity of potential 
harms. It is possible to apply multiple risk 
controls at multiple stages of risk propaga-
tion throughout a causal chain leading to 
harm (Figure 2). An example of system 
hazard analysis is shown in Figure 3.
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Figure 2. Causal chain illustration of risk analysis methodology, according to ANSI/AAMI/ISO 14971:2007

Figure 3. Example of system hazard analysis
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Of note, “asset” (i.e., the subject in need of 
protection)—a term commonly used in 
security standards—is not used in ANSI/
AAMI/ISO 14971. However, the definition of 
“harm” (i.e., physical injury or damage to 
people’s health, damage to property or the 
environment) per ANSI/AAMI/ISO 14971 
implies that subjects in need of protection 
include people, property, and the environ-
ment. In other words, people, property, and 
the environment are the “assets” to be pro-
tected according to ANSI/AAMI/ISO 14971.

Medical Device  
Cybersecurity Risk Analysis
Cybersecurity is necessitated by the prolifera-
tion of electronic computing (i.e., software), 
networking, and wireless communication 
technologies. Many of today’s medical devices 
and healthcare systems use or rely on 
electronic technologies and therefore must 
address cybersecurity.

Per FDA guidance, “Cybersecurity is the 
process of preventing unauthorized access, 
modification, misuse or denial of use, or the 
unauthorized use of information that is 
stored, accessed, or transferred from a 
medical device to an external recipient.”2 
Generally speaking, cybersecurity can be 
regarded as the state of electronic informa-
tion being protected from potential damage 
to its confidentiality, integrity, and availability 
(CIA). Cybersecurity analysis involves 
understanding the following:
• What needs to be protected (i.e., assets)

• What threats (and attacks) are potentially 
applicable

• What are the potential cybersecurity harms 
and associated effects if an exploit occurs, 
and how security harm is connected to 
safety risk

• What are the potential scenarios (i.e., 
system vulnerabilities) that expose assets 
(to the threats)

• What are the potential causes (e.g., basic 
vulnerabilities, conditions, events) that can 
result in system vulnerabilities

• What cybersecurity risk controls are needed 
to protect the assets and mitigate risks

• How cybersecurity risk is connected with 
safety risk

• How to document cybersecurity for 
internal or external review purpose (e.g., 
submissions to FDA)

Similar to safety risk analysis per ANSI/
AAMI/ISO 14971, a cybersecurity risk 
analysis can be illustrated using a causal 
chain concept (Figure 4). With this 
approach, a medical device manufacturer 
that already has established sound safety 
risk management practices can address 
cybersecurity through leveraging its 
experiences with safety risk management.

Identifying and Protecting Assets
Cybersecurity asset identification for a 
medical device can start with identifying the 
electronic information that needs to be 
protected based on the device’s intended use, 
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Figure 4. Causal chain illustration of cybersecurity risk analysis methodology
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use environment, patient, user and customer 
needs, and other stakeholder interests (e.g., 
hospitals’ requirements for personal health 
data privacy). The electronic information for 
a medical device in general can fit into one or 
more of the following categories: network-
communicated information, health 
information, software information, and 
information that may need protection from a 
business perspective. These categories help 
to ensure adequate coverage and do not need 
to be orthogonal. Figure 5 provides an 
example of cybersecurity asset identification. 
Although there could be multiple layers of 
other systems, subsystems, and components 
that ought to be protected from a cybersecu-
rity perspective, identifying the electronic 
information that ultimately needs to be 
protected would be beneficial. During 
development of a new medical device, this 
asset identification process should take place 
as early as the product concept phase, just as 
the safety risk management process should 
proactively identify the different groups of 
people and environments with which the 
device may interact so that their safety can be 
considered in the risk analysis.

Identifying Threats and Attacks
As illustrated in Figures 2 and 4, similarities 
exist between the ANSI/AAMI/ISO 14971 
safety risk analysis methodology and the 
cybersecurity risk analysis methodology. 
ANSI/AAMI/ISO 14971 defines hazard as a 
potential source of harm. Different security 
standards may have slightly different 
definitions for cybersecurity threat, but for 

medical device manufacturers, threat can be 
viewed as a potential source of cybersecurity 
harm (i.e., potential sources of damage to 
electronic information’s CIA). This source of 
cybersecurity harm (threat) is a person or 
thing (actor) that has the potential or intent 
(deliberate or undeliberate) to damage 
cybersecurity. Similar to hazard identification 
for safety risk, threat identification can start 
with commonly known categories of threat 
sources and identify specific potential threat 
actions/events (i.e., threat attacks) that can 
cause damage to security assets. As discussed 
previously,6 similar to differentiating top- 
level hazards from low-level hazards (i.e., 
causes), it would be beneficial to differentiate 
threats that directly compromise the CIA of 
security assets from those that create vulner-
abilities that can be exploited to compromise 
CIA and can indirectly cause security con-
cerns. For new product development, given 
the evolving nature of threats, an efficient 
approach is to assume that assets requiring 
protection will always be under threat. With 
this approach, once assets are identified, the 
top threat attacks can be identified fairly 
easily. Preliminary threat analysis can be 
started as early as the product concept phase, 
in order to identify applicable threats and 
potential associated attacks to cybersecurity 
assets. System design documents, such as 
system/feature description, system architec-
ture, and use cases, should be used to inform 
this analysis. An example of a threat analysis 
is shown in Figure 6.
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Figure 6 

Figure 5. Example of cybersecurity asset identification
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Identifying Security Harms  
and Potential Effects
In ANSI/AAMI/ISO 14971, harm is defined 
as damage to people, property, or the envi-
ronment. Taking a similar approach, 
cybersecurity harm can be viewed as damage 
to an electronic information asset’s CIA. For 
an identified asset, given a specific attack 
scenario, one should be able to identify 
potential associated cybersecurity harms. 
Common cybersecurity harms against 
electronic information include unauthorized 
access, use, or modification. For medical 
devices, cybersecurity harms should be 
further evaluated to determine whether they 
can cause a hazardous safety situation. This 
is particularly important from an FDA 
premarket regulatory perspective, as device 
safety is an important agency concern. When 
cybersecurity harm can affect safety, the 
cybersecurity system vulnerability must be 
recognized as a cause for safety harm and 
connected with safety risk analysis. Figure 7 
is an example of how cybersecurity risks and 
safety risks can be connected for the insulin 
pump system.

Regardless of whether safety could be 
affected, cybersecurity harm remains a 
concern to medical device manufacturers and 
healthcare organizations. For example, 
hospitals may require medical device vendors 
to ensure that the confidentiality of personal 
health information is adequately protected. 
Therefore, device manufacturers should 

define cybersecurity risk ranking and 
acceptance criteria in addition to existing 
safety risk acceptance criteria.

Identifying Potential System Vulnerabilities
Vulnerability in cybersecurity analysis is 
defined as “weakness in an information 
system, system security procedures, internal 
controls, or implementation that could be 
exploited or triggered by a threat source.”8 
According to this definition, vulnerabilities as 
causes of cybersecurity harms can come 
from different sources, including use errors, 
malicious activities, system performance 
issues, inadequate device functionality, bad 
design choices, and software defects. From a 
security harm causal chain perspective, there 
must be an occurrence of vulnerability that 
directly exposes an asset to a top threat 
(attack) before security harm can occur. We 
call this vulnerability a system vulnerability.

System vulnerability in cybersecurity risk 
analysis is similar to a hazardous situation in 
safety risk analysis. Whereas hazardous 
situation is defined as a circumstance in 
which people, property, or the environment is 
exposed to a hazard, system vulnerability can 
be viewed as a circumstance in which a 
security asset(s) is exposed to one or more 
threats (attacks). The sequence of events and 
conditions leading to this exposure typically 
would include a combination of events (e.g., 
user errors, malicious activities) and lower-
level vulnerable condition(s) (i.e., basic 

 

Figure 5 

 

Figure 6 
Figure 6. Cybersecurity threat identification
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vulnerabilities). For potential threat attacks 
identified, system vulnerability analysis 
works to identify anticipated potential 
scenarios of the exposures. Figure 8 provides 
an example of system vulnerability identifica-
tion for an insulin pump system.

Causal Chain Analysis of System Vulnerabilities
Similar to safety risk analysis methods, to 
comprehensively understand cybersecurity 
harm causal chains (as shown in Figure 4), 

multiple analysis techniques should be 
considered. In general, these analysis tech-
niques can be considered as either a top-down 
or bottom-up approach. As reported previ-
ously,7 whenever possible, both top-down and 
bottom-up analyses should be considered.

A top-down analysis of cybersecurity can 
begin with identifying system vulnerabilities; 
then identifying causes, conditions, and 
events that can lead to system vulnerabilities; 
then further identifying where and what 

 

Figure 7 

 

Figure 8 
Figure 8. Example of cybersecurity threat exposure (i.e., system vulnerability) identification
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Figure 7. Security harm impact on safety
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cybersecurity control measure(s) can be applied. The 
result captured in this analysis could include a series 
of malicious activities from threat (sources) and 
corresponding vulnerable conditions. As such, this 
analysis also can be called an “attack tree” in the 
cybersecurity world. This top-down analysis approach 
can start as early as the product concept phase based 
on system level information. Figure 9 shows a 
conceptual example of this analysis.

A bottom-up analysis (e.g., FMEA, common cause 
analysis) of cybersecurity risk can begin with a 

particular subsystem, process, component, or 
category of common causes (e.g., common or known 
threat events and/or vulnerabilities), then identify 
potential failure modes, limitations, or degraded 
performance and associated local effect(s) and end 
effect(s) to electronic information assets. Figure 10 
provides an example of how a bottom-up analysis can 
be performed.

For either top-down or bottom-up analysis, data 
visualization, such as data/information modeling 
diagrams, can be helpful. While not physically visible, 
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Figure 9. Example of fault tree/attack tree analysis for cybersecurity
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Figure 10. Failure mode effects analysis–like, bottom-up analysis of cybersecurity vulnerability and causes
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electronic information (e.g., software) has a 
“life journey” in terms of its origination, 
storage, transmission, distribution, opera-
tional use, and disposition. To ensure causes 
of system vulnerabilities are adequately 
identified, visualizing the electronic informa-
tion’s journey, including interactions with 
other elements of the system, would be 
useful. Data modeling (e.g., data flow 
diagram) is a typical method for this visuali-
zation. A data modeling diagram can be at 
the system level or at a subsystem or compo-
nent level and can be used as input to both 
top-down and bottom-up analysis, as well as 
serving as reference of context information 
for a reviewer to understand the cybersecu-
rity analysis.

Cybersecurity Risk Controls and Security 
Capability
In general, risk controls are used to reduce 
the likelihood or severity of an undesirable 
event (e.g., a system vulnerability). From that 
perspective, cybersecurity risk controls are 
not different from safety risk controls. 
Referring to the causal chain analogies for 
safety and cybersecurity risk (Figures 2 and 
4), it is possible to apply multiple risk 
controls at various stages of the causal chain 
to reduce the risk. Compared with safety risk 
controls, special considerations should be 
given when identifying and defining cyberse-
curity risk controls.

Risk Controls on Threat Attacks. Refer to 
Figures 2 and 4 for the safety and security 
harm causal chains. For safety risk, for the 
harm to occur, a hazardous situation must 
be present. To reduce the likelihood of safety 
harm, one can focus on reducing the 
probability of a hazardous situation occur-
ring. For security risk, for the harm to occur, 
a system vulnerability and successful threat 
attack must be present. In addition to risk 
controls aiming at reducing the likelihood of 
system vulnerability, control options that can 
reduce the likelihood of threat attack initia-
tion (e.g., reduce attractiveness) or reduce 
the likelihood of threat attack success also 
should be considered.

Risk Controls via Fail Safe Design. Refer to 
Figures 2 and 4 for the causal chain risk 
analysis methodology. Theoretically, the most 
desirable risk control is to eliminate the basic 

causes; however, this elimination is some-
times impossible or too costly. For example, 
software vulnerability is one of the common 
vulnerabilities that potentially cause system 
vulnerabilities to expose cybersecurity assets 
to ultimate threat attacks. Software vulner-
ability results from imperfection or 
unreliability of the software. From a software 
reliability engineering perspective, defect-
free (i.e., perfect) software is almost 
impossible, or the cost to achieve defect-free 
software is too high to be practical. Consider-
ing potential malicious attacks on software, it 
would be realistic to assume that any soft-
ware system may contain latent defects that 
will be exposed under malicious attack. Given 
that reality, in addition to minimizing 
software vulnerabilities, consideration should 
be given to control risks by preventing 1) a 
software defect from being exposed (i.e., 
being triggered), 2) the exposure of the defect 
(i.e., failure mode) from becoming a system 
vulnerability, or 3) the system vulnerability 
from becoming a cybersecurity harm.

For example, in a case of confidentiality of 
sensitive data potentially being compromised 
due to an attack exploiting an insulin pump’s 
communication software, a fail-safe design 
can be applied to add additional encryption 
on the sensitive data.

Risk Controls via Proactive Detectability 
and Recovery. The purpose of cybersecurity 
is to protect electronic information assets. 
Electronic information is invisible, and 
damage to it is not necessarily as noticeable 
as damage to people or other physical assets. 
In addition, hackers are unlikely to report or 
claim their malicious intent or exploitation, 
whereas medical device users or patients 
likely would file complaints in case of 
harmful situations. These factors underscore 
the importance of detecting cybersecurity 
threat attempts and recovering from exploita-
tion. The detectability and recoverability 
should be considered part of the inherent 
design features when possible, as well as 
proactive postmarket cybersecurity monitor-
ing. Examples of risk controls through 
inherent design include 1) implementing 
features that allow for cybersecurity compro-
mises to be recognized, logged, and acted 
upon and 2) providing methods for retention 
and recovery of device configuration by an 

Considering 
potential malicious 
attacks on software, 
it would be realistic 
to assume that any 
software system 
may contain latent 
defects that will 
be exposed under 
malicious attack.
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authenticated system administrator.
Existing medical device adverse event or 

complaint handling processes are mostly 
reactive. Postmarket cybersecurity vigilance 
should be proactive in monitoring cybersecu-
rity attacks or related incidents.

Balance Cybersecurity Risk Controls and 
Usability. As pointed out in the FDA guid-
ance, “manufacturers should also carefully 
consider the balance between cybersecurity 
safeguards and the usability of the device in 
its intended environment of use (e.g., home 
use vs. healthcare facility use) to ensure that 
the security capabilities are appropriate for 
the intended users.”2 For an example, a 
cybersecurity feature, such as requiring a 
password in order to access certain function-
ality, can cause delay of treatment, potentially 
resulting in a hazardous situation. Before it 
is applied, a cybersecurity risk control needs 
to be analyzed to determine whether it has 
the potential to become a cause of a hazard-
ous situation. Consideration also should be 
given to balance the level of cybersecurity 
control and its impact on usability and safety. 
As such, cybersecurity risk analysis and 
existing safety risk management need to be 
connected and synchronized so both cyberse-
curity and safety effects can be recognized 
and balanced. Figure 10 provides an example 
of how this integration and synchronization 
can be accomplished.

Cybersecurity Risk Control Decisions. The 
cybersecurity risk control decision-making 
process is complicated by the software 
involved, unidentified hackers, malicious 
attacks, continuously evolving threats, and 
potentially conflicting effects between 
security controls and safety. Adopting 
security standards can be helpful to this 
decision-making process. The National 
Institute of Standards and Technology (NIST) 
cybersecurity framework9 identifies various 
security standards that can be applied by 
manufacturers. In addition, IEC/TR 80001-2-
8,10 which maps risk controls in standards to 
security capabilities identified in ANSI/
AAMI/IEC TIR80001-2-2:2012,11 is currently 
in press. However, no single standard 
provides all needed controls that suit all 
situations. This challenge makes it important 
to document the rationale behind cybersecu-
rity decisions, regardless of whether risk 

control decisions are based on standards, 
good practices, or other factors. The ration-
ales not only provide baseline knowledge for 
the manufacturers to continue to monitor 
and balance the security capability but also 
help both internal and external reviewers to 
perform effective reviews.

Proactive Implementation of Cybersecurity 
Capability. For a given device concept and 
intended use and use conditions, it is possible 
to foresee relevant threats (and threat attacks), 
how assets can potentially be exposed to 
threats, and the potential security impact 
without much detailed design information. 
This makes it possible for device designers to 
identify cybersecurity capability needs before 
actual design or implementation information 
is available. ANSI/AAMI/IEC TIR80001-2-
2:2012 identifies 19 security capabilities 
appropriate for connected medical devices, 
and standards referenced in the NIST frame-
work11 provide rich resources for selecting 
which security capability level should be 
implemented and what security control 
requirements should be applied.

Ensuring Connectivity between  
Cybersecurity Risk and Safety Risk
Cybersecurity risk and safety risk should be 
connected, synchronized, and informed by 
each other due to their cause-effect relation-
ships (examples in Figures 10 and 11). 
Accomplishing this can be a challenge 
because cybersecurity risk analysis and safety 
risk analysis require different technical 
expertise and may even be owned by different 
groups. Frequently, the technical expertise 
(e.g., network and information security) 
resides with information technology (IT) 
organizations or cloud vendors and expertise 
on device application and design resides with 
research and development organizations. 
Traditional IT security organizations may be 
good at securing the tunnels through which 
information travels. However, without 
adequate device knowledge, they may not 
have insight into the most critical assets, 
potentially resulting in security controls 
being added that impair a device’s functional-
ity and safety. On the other hand, device 
design and safety risk management person-
nel may not have the experience, skill set, or 
tools for dealing with cybersecurity.
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How can potential gaps in expertise and among 
organizations be bridged? First, making one unit responsible 
for a manufacturer’s overall risk management program would 
be helpful. This unit should oversee both device safety and 
cybersecurity risk to ensure the balance, consistency, and 
sharing between the two. Second, safety and cybersecurity 
critical information (e.g., safety risk management file and 
cybersecurity risk management file) need to be connected and 
readily available when needed. For example, when performing 
safety risk analysis, one should be able to see the 
corresponding effect on cybersecurity or vice versa. Figures 7, 
10, and 11 show how safety and cybersecurity information can 
be linked electronically.

Demonstrating and Communicating Cybersecurity
The completeness and adequacy of the cybersecurity risk analysis 
needs to take into account the following layers of information:
• Are cybersecurity critical assets completely identified?
• Are applicable cybersecurity threats adequately identified?
• Are system vulnerabilities, subsystem vulnerabilities, and 

causes adequately identified?
• Are cybersecurity risk controls adequate and correctly 

implemented?

These are typical questions facing reviewers/stakeholders 
who want to know whether cybersecurity is adequately ensured 
for a medical device. Due to the typical involvement of software 
and malicious activities, having a scientifically quantitative 
cybersecurity risk assessment can be difficult. Lacking a 
quantitative assessment, the associated logic, qualitative 

criteria, and rationales should be documented. As discussed 
previously,7 assurance cases provide a method for addressing 
these questions and presenting the information in a format 
that can facilitate the review process.

Table 1 shows the structure of a cybersecurity assurance case 
and Figures 12 and 13 provide examples with detailed content 
for the wireless communication asset assurance case.

Assurance cases are no longer new to the medical device 
industry, as FDA has been recommending infusion pump 
manufacturers to “submit your information through a frame-
work known as a safety assurance case.”12 The FDA infusion 
pump guidance can serve as a good resource for medical 
device manufacturers to learn how to adopt the assurance case 
method on cybersecurity. Additional sources of information 
include an international standard for assurance cases (ISO/IEC 
15026-2:201113) and an international technical report (IEC/TR 
80001-2-914) that is being developed to provide guidance for 
medical device cybersecurity assurance cases.

Conclusion
Cybersecurity is a relatively new challenge facing medical 
device manufacturers. Although differences exist between 
cybersecurity and safety analyses, there are many similarities 
in the systems thinking, analysis techniques, and documenta-
tion methods required for each. By leveraging their 
familiarities with ANSI/AAMI/ISO 14971–based safety risk 
management practices, medical device manufacturers can 
overcome the cybersecurity challenge. Recognizing this, AAMI 
is developing a technical information report (TIR) for medical 
device cybersecurity risk management (ANSI/AAMI/ISO 

Figure 11 

 

  

Figure 11. Example of integration of cybersecurity and safety analysis
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Figure 12 

 

Figure 13 

 

Figure 12 

 

Figure 13 Figure 13. Cybersecurity assurance case example

Figure 12. Cybersecurity assurance case structure example

Claim Strategy and Argument Evidence and Reference

Top claim: Cybersecurity for the 
medical device is adequately ensured.

Argue that all applicable assets are protected. Confidence 
argument on why assets are identified completely.

Asset identification records

Top subclaim: Each cybersecurity 
assets is protected.

Argue that all applicable threats for each asset are mitigated. 
Confidence argument on why threats are identified completely.

Threat identification records

Subclaim: Each applicable threat for 
each asset is mitigated.

Argue that all system vulnerabilities are mitigated. Confidence 
argument on why system vulnerabilities are identified completely.

Vulnerability identification and 
analysis records

Subclaim: Each applicable system 
vulnerability is mitigated.

Argue that all causes are mitigated. Confidence argument on why 
causes are identified completely.

Cause identification and 
analysis records

Subclaim: Each cause of system 
vulnerability is mitigated.

Argue that controls are established. Explain why controls are 
adequate.

Standards, good practices, 
analysis, validation

Subclaim: Cybersecurity risk controls 
are established.

Argument on why controls are implemented correctly. Records of design and 
verification process

Table 1. Cybersecurity assurance case structure template
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Features 

TIR5715) following the structure of ANSI/
AAMI/ISO 14971.

To achieve adequate and balanced device 
cybersecurity and safety, cybersecurity and 
safety risk analyses should be connected and 
synchronized instead of being isolated. Due to 
its complexity, documenting the decisions and 
rationale related to cybersecurity is important. 
Assurance cases have been used to communi-
cate risk management information and 
demonstrate medical device safety. They also 
can be used for documenting and communi-
cating cybersecurity. 
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