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: הנחיות
. של רשימות אישיות ובמחשבון כיס דף אחד בלבדמותר השימוש ב .1
או בכל אמצעי /חל איסור מוחלט על שימוש כלשהו בטלפונים סלולריים ו .2

 .ר בזמן הבחינהקליטה אח/שידור
 .השאלות 5יש לפתור את כל  .3
 .כל השאלות שוות בערכן .4
! בהצלחה .5

 ==========================================
 

 :1שאלה 
 

 נתונה הפונקציה   2, ln 3 2f x y x y   עבור, 0x y  .

 
עבור , ביחס לחישוב מדויק, fמצא חסם עליון על השגיאה האבסולוטית  .א

3x  3-וy  ,האבסולוטיות ב אם ידוע כי השגיאות-xו-y  הן

0.1x y   ( .יתנה במהלך התרגוליםהשתמש בנוסחא שנ). 
 

3x הנח כי .ב  (מדויק )  והסתמך על מספר המצב(condition number) ,
3yעבור  fלחישוב , בלבד yכפונקציה של   0.1 -וy . 

 
3yעבור ' ף ביור על סעחז .ג  (קבוע ) לחישובf סמך מספר המצב-על ,

3xעבור , בלבד xכפונקציה של   0.1 -וx . 
 

'? ג-ו' התוצאה עבור סעיפים בו' מה הקשר בין התוצאה שהתקבלה בסעיף א .ד
 .הוכח את תשובתך באופן כללי

 
 

: 2שאלה 
 

5 נתונה הפונקציה 4 3( ) 6 5f x x x x   .
 

 .מצא באופן אנליטי את שורשי הפונקציה .א
 

לחישוב שורשי הפונקציה  (Newton-Raphson)רפסון -מהי איטרצית ניוטון .ב
 .הסבר באופן מדויק ומפורט? הנתונה באופן נומרי

גיט איגור
Pencil

גיט איגור
Typewriter
תשסח

גיט איגור
Pencil



 
0רפסון עבור -איטרציות לפי ניוטון 7( עד)חשב  .ג 0.7x  איטרציות  7( עד)ו

0עבור 0.8x  .הסבר ? האם ההתכנסות היא לאותו השורש או לשורשים שונים
באופן מדויק ומפורט את התנהגות הפרוצדורה הנומרית עבור נקודות ההתחלה 

)עזר באיור עקרוני של גרף הפונקציהה: רמז. )השונות )f x.) 
 

הסבר באופן מדויק ? האם ההתכנסויות בסעיף הקודם מתבצעות באותו הקצב .ד
מה לדעתך . תוך הסתמכות על יחסי השגיאות בין איטרציות עוקבות, ומפורט

0עבור ( התיאורטי)אמור להיות סדר ההתכנסות  0.7x   0ועבור 0.8x  ?מדוע? 
  
 

: 3שאלה 
 

: תהליניאריונתונה מערכת המשוואות 
 

 
1 2 3

2 1
1 2 33 3

1 2 3

6 2 2 2

2 1

2 0

x x x

x x x

x x x

   

  

  

 

 
שפתרונה 

 
            3 5.0x              2 3.8x              1 2.6x  

 
( !וודא)
 

ללא  Gauss elimination))י אלימינציה לפי גאוס "על "פתור את המערכת הנ .א
pivoting . קודה צפה ספרות עשרוניות ונ 4השתמש בדיוק של(floating point .)

. יש לעגל באופן מתאים לאחר כל אופרציה
 

על הבדלי הדיוק בין עמוד . חלקי pivoting-תוך שימוש ב' חזור על סעיף א .ב
לאחר הפרמוטציות )והדגם את פירוק מטריצת המערכת , התוצאות השונות

. בהתאם למה שנלמד בהרצאות U-ו L למכפלת מטריצות ( שעברה
 
 
 

: 4שאלה 
 

קרי למציאת פונקציה , בהתייחס לבעיית האינטרפולציה שנלמדה במהלך ההרצאות
- כך ש( splineומיאליות במקרה של או אוסף של פונקציות פולינ)פולינומיאלית  

 
0,1, ,i n                n i ip x y 

 
0עבור ערכים מספריים  1 nx x x   ,ענה על הסעיפים הבאים :

 



פותחה בהרצאות עבור פולינומים ממעלה שלישית ש spline-בדומה לפונקצית ה .א
(cubic spline) , פתח פונקציתspline  g x עבור פולינומים ממעלה שנייה .

 :עזר בנוטציה הבאהה, לנוחיותך
 

0,1, , 1i n                   ig x g x ,

 
באשר  ig x  מוגדרת באינטרבל 1,i ix x  י"ע :

 

0,1, , 1i n                     
2

i i i i i ig x a x x b x x c     .

 
נסח את האילוצים השונים הדרושים לקביעת מקדמי הפולינומים  ig x . מה

הגדר ? מספר הנעלמים ודרגות החופש במקרה זה i iS g x (0,1, , 1i n  ) ,

 n n nS g x ,ובטא את המקדמיםia ,ib ,ו-ic  באמצעותiS ,ih ו-iy , באשר

1i i ih x x  . מהי סיבוכיות זמן החישוב שלiS האם יעיל יותר ? במקרה זה

נמק ? LU  פירוק/ישירות או בשיטת האלימינציה לפי גאוסלחשב משתנים אלו 
. במדויק

 
 :הוכח או הפרך את הטענה הבאה .ב
 

שיטת , ixי שימוש בפונקציות בסיס "שגיאות האינטרפולציה המתקבלות ע
נמק את . זהות spline-שיטת חלוקת ההפרשים של ניוטון ושיטת ה', לגראנז

! תשובתך
 
 

: 5שאלה 
 

)דרוש לקרב את הפונקציה  ) cosf x x  באינטרבל 0, 2פולינום ממעלה י "ע .

 
0xסביב)י פיתוח לפי טור טיילור "בצע את האפרוקסימציה המבוקשת ע .א  .)

?  פני האינטרבל הנתון-מהי שגיאת האפרוקסימציה המירבית על
 

( least squares)י מזעור ריבועי הפרשים "בצע את האפרוקסימציה המבוקשת ע .ב
הסבר באופן מדויק ומפורט את הפיתוח עבור מקדמי . פני האינטרבל הנתון-על

2ום המבוקש הפולינ
2 0 1 2( )r x b b x b x   וחשב את השגיאה , במקרה זה

 .פני האינטרבל הנתון-המירבית על
 

העזר בנוסחאות הבאות : הערה
 

 
2 2

( cos ) sin cos

( cos ) sin 2sin 2 cos

x x dx x x x C

x x dx x x x x x C

  

   




 

 
 .הוא קבוע  כלשהו Cבאשר  



  (סקיצה בלבד): 2סקיצת פתרון לשאלה 
  
  א.

5 4 3

3 2

3

1 2 3

6 5 0

( 6 5) 0

( 1)( 5) 0

0, 1, 5

x x x

x x x

x x x

x x x

  

  

  

  

 

  ב.

1

5 4 3

4 3 2

( )

'( )

6 5

5 24 15

n
n n

n

n n n
n

n n n

f x
x x

f x

x x x
x

x x x

   

 


 

 

  :0.7ג. עבור 
0.7, -0.6892, -0.4939, -0.3495, -0.2444, -0.169, -0.1158, -0.0788 

  .0התכנסות ל 
  :0.8עבור 

0.8, 1.472, 1.2138, 1.0686, 1.0102, 1 
  .1התכנסות ל 

  .0.8ל  0.7ת לשורשים שונים מכיון שיש נק/ קיצון בין התכנסו
הוא שורש פשוט וכפי שלמדנו ההתכנסות של  1הרבה יותר מהירה, מכיון ש  1ד. לא, ההתכנסות ל 

NR  .ולכן ההתכנסות היא ליניארית  3, לעומת זאת, הוא שורש מריבוי 0ריבועית עבור שורש פשוט
  .2/3עם קצב התכנסות 

  
  ות לכל סעיף.נקוד 5ניקוד: 

  
  

  :3ניקוד לשאלה 
  

  4דירוג גאוס  
pivoting     5  

  5עיגול נכון   
  LU   3פירוק 

  P     2התייחסות למטריצה האלמנטרית 
  1התייחסות להבדלי הדיוק בין הסעיפים (עם שחלוף יותר מדויק כי... וכו')     

  













 חזרה למבחן –2011 שיטות נומריות

 מתן קידר

 

 1 שאלה –'  מועד א2008
,𝑓 𝑥נתונה הפונקציה  𝑦 = ln 𝑥 + 3𝑦2 + ,𝑥 עבור  2 𝑦 > 0. 

𝑥עבור , ביחס לחישוב המדויק, Δ𝑓מצאו חסם עליון על השגיאה המוחלטת  .א = 𝑦- ו3 = 3 ,

Δ𝑥 הן 𝑦- וב𝑥-אם ידוע כי השגיאות המוחלטות ב = Δ𝑦 = השתמשו בנוסחא שניתנה ) 0.1

 .(במהלך התרגולים

𝑦הניחו כי  .ב = עבור ,  בלבד𝑥 על סמך מספר המצב כפונקציה של Δ𝑓לחישוב  (קבוע) 3

𝑥 = Δ𝑥- ו3 = 0.1. 

𝑥 עבור' חזרו על סעיף ב .ג =  בלבד 𝑦והסתמכו על מספר המצב כפונקציה של  (מדויק) 3

𝑦 עבור Δ𝑓לחישוב  = Δ𝑦- ו3 = 0.1 

 '? ג-ו' והתוצאה שהתקבלה עבור סעיפים ב' מהו הקשר בין התוצאה שהתקבלה בסעיף א .ד

 פתרון

 'סעיף א

Δ𝑓 =  
𝜕𝑓

𝜕𝑥
 Δ𝑥 +  

𝜕𝑓

𝜕𝑦
 Δ𝑦 

𝜕𝑓

𝜕𝑥
=

1

𝑥 + 3𝑦2 + 2
 

𝜕𝑓

𝜕𝑦
=

6𝑦

𝑥 + 3𝑦2 + 2
 

⇒ Δ𝑓 =  
1

3 + 27 + 2
 ⋅ 0.1 +  

18

3 + 27 + 2
 ⋅ 0.1 ≈ 0.05937 

 'סעיף ב

 :הנוסחה לחישוב מספר מצב הינה, כזכור

𝐶𝑥 =  
δ𝑓

𝛿𝑥
 =  

Δ𝑓 𝑥 
𝑓 𝑥 
Δ𝑥
𝑥

 =  
𝑓 ′ 𝑥 ⋅ 𝑥

𝑓 𝑥 
  

 :ולכן

𝐶𝑥 =  

1
𝑥 + 3𝑦2 + 2

⋅ 𝑥

ln 𝑥 + 3𝑦2 + 2 
 =  

𝑥
𝑥 + 27 + 2
ln 𝑥 + 29 

 =  

𝑥
𝑥 + 29
ln 32 

 =  

3
32

ln 32 
 ≈ 0.0271 

𝐶𝑥 =  

Δ𝑓 𝑥 
𝑓 𝑥 
Δ𝑥
𝑥

   ⇒     Δ𝑓 𝑥 = 𝐶𝑥 ⋅  
Δ𝑥

𝑥
 ⋅  𝑓 𝑥  ≈ 3.131 ⋅ 10−3 



 חזרה למבחן –2011 שיטות נומריות

 מתן קידר

 
 'סעיף ג

𝐶𝑦 =  

6𝑦
𝑥 + 3𝑦2 + 2

⋅ 𝑦

ln 𝑥 + 3𝑦2 + 2 
 =   

6𝑦2

3𝑦2 + 5

ln 3𝑦2 + 5 
  =   

6𝑦2

3𝑦2 + 5

ln 32 
  =  

54
32

ln 32 
 ≈ 0.4869 

𝐶𝑦 =  

Δ𝑓 𝑦 
𝑓 𝑦 
Δ𝑦
𝑦

   ⇒     Δ𝑓 𝑦 = 𝐶𝑦 ⋅  
Δ𝑦

𝑦
 ⋅  𝑓 𝑦  ≈ 0.05625 

 'סעיף ד

השגיאה )' שווה לתוצאה שהתקבלה בסעיף א' ג-ו' סכום השגיאות המוחלטות שהתקבלו בסעיפים ב

 . ( המשתנים2המוחלטת כאשר שקללנו את 

 1 שאלה –'  מועד ב2009

 לחישוב הערך המספרי 
7

8
 :יות הבאותבפונקצ מוצע להשתמש 

𝑓1 𝑥 =  𝑥 

𝑓2 𝑥 =  𝑥4  

𝑓3 𝑥 =  𝑥 − 1 

𝑓4 𝑥 =  
𝑥 − 1

𝑥
 

 ל"י שימוש בפונקציות הנ"הסבירו כיצד לחשב את הערך הנדרש ע .א

, 𝑥בהנחה כי חישובי הפונקציות מתבצעים במדויק והשגיאה היחידה נובעת משגיאת הקלט  .ב

נמקו ? איזו פונקציה היא הגרועה ביותר? איזו פונקציה עדיפה ביותר לשימוש לדעתכם

 במדויק על סמך מספרי המצב של הפונקציות הנתונות

 פתרון

 'סעיף א

𝑓1  
7

8
 =  

7

8
 

𝑓2  
49

64
 =  

49

64

4

=  
7

8
 

𝑓3  
15

8
 =  

15

8
− 1 =  

7

8
 



 חזרה למבחן –2011 שיטות נומריות

 מתן קידר

 

𝑓4 8 =  
8 − 1

8
=  

7

8
 

 'סעיף ב

 :הנוסחא לחישוב מספר מצב היא, כזכור. נחשב את מספר המצב של כל פונקציה

𝐶 =  
𝑓 ′ 𝑥 ⋅ 𝑥

𝑓 𝑥 
  

 :ולכן

𝐶1 =  

𝑥

2 𝑥

 𝑥
 =  

𝑥

2𝑥
 =

1

2
 

𝐶2 =  

𝑥

4 𝑥34

 𝑥
4  =  

𝑥

4 𝑥44  =  
𝑥

4𝑥
 =

1

4
 

𝐶3 =  

𝑥

2 𝑥 − 1

 𝑥 − 1
 =  

𝑥

2 𝑥 − 1 
 →  

15
8

2  
15
8

− 1 
 =

15

14
≈ 1.072 

𝐶4 =
 

 

1

2 𝑥 − 1
𝑥

⋅
1
𝑥2 ⋅ 𝑥

 𝑥 − 1
𝑥

 

 
=  

1
𝑥

2 ⋅
𝑥 − 1

𝑥

 =  
1

2 ⋅ (𝑥 − 1)
 =  

1

2𝑥 − 2
 →  

1

2 ⋅ 8 − 2
 ≈ 0.07143 

הסיבה לכך . 𝑓3הפונקציה הגרועה ביותר לשימוש הינה . 𝑓4הפונקציה העדיפה ביותר לשימוש הינה 

מספר המצב מבטא את היחס בין השגיאה היחסית בפלט לבין השגיאה . נובעת ממספר המצב

 . היחסית בקלט

נשים לב כי מספר המצב בפונקציה הרביעית הינו הקטן ביותר מבין שאר מספרי המצב שחישבנו 

ניתן לראות )המשמעות היא ששינוי בקלט כמעט אינו משפיע על הפלט . (1-הוא גם קטן מ, וכמו כן)

 (𝐶4זאת אסימפטוטית מגרף הפונקציה 

 2 שאלה –'  מועד א2008
= 𝑓 𝑥נתונה הפונקציה  𝑥5 − 6𝑥4 + 5𝑥3. 

 .מצאו באופן אנליטי את שורשי הפונקציה .א

 ?רפסון לחישוב שורשי הפונקציה הנתונה באופן נומרי-מהי איטרצית ניוטון .ב

𝑥0רפסון עבור - איטרציות לפי שיטת ניוטון7 (עד)חשבו  .ג =  איטרציות עבור 7 (עד) ו0.7

𝑥0 = הסבירו את התנהגות ? האם ההתכנסות היא לאותו השורש או לשורשים שונים. 0.8

 .הפרוצדורה הנומרית עבור נקודות ההתחלה השונות



 חזרה למבחן –2011 שיטות נומריות

 מתן קידר

 
הסבירו באופן מדויק ומפורט תוך ? האם ההתכנסויות בסעיף הקודם מתבצעות באותו הקצב .ד

מהו לדעתכם אמור להיות סדר . הסתמכות על יחסי השגיאות בין איטרציות עוקבות

𝑥0עבור  (התיאורטי)ההתכנסות  = 𝑥0 ועבור 0.7 =  ?מדוע? 0.8

 פתרון

 'סעיף א

𝑓 𝑥 = 𝑥5 − 6𝑥4 + 5𝑥3 

𝑓 𝑥 = 𝑥3 𝑥2 − 6𝑥 + 5  

𝑓 𝑥 = 𝑥3 𝑥 − 5  𝑥 − 1  

 : שורשים3מתקבלים בצורה אנליטית , כלומר

𝑥 = 0, 1, 5 

 'סעיף ב

𝑥𝑛+1 = 𝑥𝑛 −
𝑓 𝑥𝑛 

𝑓 ′ 𝑥𝑛 
 

𝑓 ′ 𝑥 = 5𝑥4 − 24𝑥3 + 15𝑥2 

⇒ 𝑔 𝑥 = 𝑥 −
𝑥5 − 6𝑥4 + 5𝑥3

5𝑥4 − 24𝑥3 + 15𝑥2
 

= 𝑥 −
𝑥3 𝑥 − 5  𝑥 − 1 

𝑥2 5𝑥2 − 24𝑥 + 15 
 

= 𝑥 −
𝑥 𝑥 − 5  𝑥 − 1 

5𝑥2 − 24𝑥 + 15
=

5𝑥3 − 24𝑥2 + 15𝑥 −  𝑥3 − 6𝑥2 + 5𝑥 

5𝑥2 − 24𝑥 + 15

=
5𝑥3 − 24𝑥2 + 15𝑥 − 𝑥3 + 6𝑥2 − 5𝑥

5𝑥2 − 24𝑥 + 15
=

4𝑥3 − 18𝑥2 + 10𝑥

5𝑥2 − 24𝑥 + 15
 

 'סעיף ג

 זו סקיצה של פתרון כדי שתוכלו לבדוק את –כמובן שיש להראות דרך מלאה ולא תשובות סופיות 

 :עצמכם

 0.7עבור 

𝑥𝑖 = 0.7, −0.6892, −0.4939, −0.3495, −0.2444, −0.169, −0.1158, −0.0788 

 0.8עבור 

𝑥𝑖 = 0.8, 1.472, 1.2138, 1.0686, 1.0102, 1 

 0.8 ועבור ערך התחלתי 0 ההתכנסות היא לשורש 0.7כלומר ניתן לראות שעבור ערך התחלתי 

 . 1ההתכנסות היא לשורש 

 :הסיבה לכך היא שקיימת נקודת קיצון בין הנקודות שבדקנו

𝑓 ′ 𝑥 = 5𝑥4 − 24𝑥3 + 15𝑥2 = 0 

𝑥2 5𝑥2 − 24𝑥 + 15 = 0   ⇒     𝑥 ≈ 0.7387 
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 צדדים שונים של נקודת קיצון ולכן המשיקים 2-הנקודות שהתחלנו את חיפוש השורש נמצאות מ

 .פונים לצדדים שונים

 'סעיף ד

 :ההתכנסויות אינן מתבצעות באותו הקצב

 :0.7עבור 

0.984571 
0.716628 
0.707633 
0.699285 
0.691489 
0.685207 
0.680484 

 :0.8עבור 

2.36 
0.451653 
0.321794 
0.148688 

הסיבה לכך .  צריך להיות ריבועי0.8 צריך להיות ליניארי ועבור 0.7סדר ההתכנסות התיאורטי עבור 

 הוא שורש 1 ואילו 3 הוא שורש מריבוי 0היא שניתן לראות בפתרון האנליטי מהסעיף הראשון כי 

 .פשוט

 3 שאלה –'  מועד א2008
 :נתונה מערכת המשוואות הליניאריות

 

6𝑥1 +  2𝑥2 + 2𝑥3    = −2

2𝑥1 +
2

3
𝑥2 +

1

3
𝑥3 = 1

𝑥1 + 2𝑥2 − 𝑥3 = 0

  

𝑥1: שפתרונה המדויק = 2.6, 𝑥2 = −3.8, 𝑥3 =  (!וודאו) 5.0−

 ספרות 4השתמשו בדיוק של . י אלימינציה לפי גאוס ללא שחלוף"ל ע"פתרו את המערכת הנ .א

 .יש לעגל באופן מתאים לאחר כל אופרציה. עשרוניות ונקודה צפה

עמדו על הבדלי הדיוק בין התוצאות השונות . תוך שימוש בשחלוף חלקי' חזרו על סעיף א .ב

 U- וLוהדגימו את פירוק מטריצת המערכת לאחר הפרמוטציות שעברה למכפלת מטריצות 

 .בהתאם למה שנלמד בהרצאות

 פתרון

 'סעיף א

 
6 2 2
2 0.6667 0.3333
1 2 −1

 
−2
1
0

  

𝑚21 =0.3333
𝑚31 =0.1667
          

6 2 2
0 0.0001 −0.3333
0 1.667 −1.333

 
−2

1.667
0.3334

  
𝑚32 =16670
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6 2 2
0 0.0001 −0.3333
0 0 5555

 
−2

1.667
−27790

   

 :נבצע הצבה לאחור ונקבל

𝑥3 = −5.003 

𝑥2 = 0 

𝑥1 = 1.334 

 'סעיף ב

 
6 2 2
2 0.6667 0.3333
1 2 −1

 
−2
1
0

  

𝑚21 =0.3333
𝑚31 =0.1667
          

6 2 2
0 0.0001 −0.3333
0 1.667 −1.333

 
−2

1.667
0.3334

  
𝑅2↔𝑅3
      

 
6 2 2
0 1.667 −1.333
0 0.0001 −0.3333

 
−2

0.3334
1.667

  
𝑚32 =5.999⋅10−5

              
6 2 2
0 1.667 −1.333
0 0 −0.3332

 
−2

0.3334
1.667

   

 :נבצע הצבה לאחור ונקבל, שוב

𝑥3 = −5.003 

1.667𝑥2 − 1.333 −5.003            
−6.669

= 0.3334 ⇒   𝑥2 = −3.801 

6𝑥1 = 15.61 ⇒    𝑥1 = 2.602 

 : למערכתLUפירוק 

𝐿 =  
1 0 0

0.1667 1 0
0.3333 5.999 ⋅ 10−5 1

  

𝑈 =  
6 2 2
0 1.667 −1.333
0 0 −0.3332

  

𝐿𝑈 =  
1 0 0
0 0 1
0 1 0

 ⋅ 𝐴 

 4 שאלה –'  מועד ב2009
𝑥0יש לבצע אינטרפולציה בנקודות  , 𝑥1 , … , 𝑥𝑛 (נקודות שונות זו מזו על ציר המספרים הממשיים) .

 :מוצע להשתמש בפונקציה

𝑃𝑛 𝑥 =  𝑐𝑗 ⋅ 𝑒𝑗𝑥

𝑛

𝑗 =0

 

= 𝑃𝑛 𝑥𝑖-כך ש 𝑦𝑖 באשר  𝑦|𝑖 = 0, 1, 2, …𝑛 הוא סט הערכים הנתון . 

𝑐|𝑖  של מקדמים  אחד ויחידהוכיחו כי קיים סט .א = 0, 1, 2, … 𝑛  עבור האינטרפולציה 

 .המבוקשת
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𝑥0הדגימו מספרית עבור  .ב = 0 ,𝑥1 = 1 ,𝑥2 = 𝑦𝑖- ו2 = 𝑓(𝑥𝑖) באשר 𝑓 𝑥 = 𝑒𝑥 . הסבירו

 .את תשובתכם

 פתרון

 ' סעיף א

𝑡: נגדיר סימון חדש, ראשית = 𝑒𝑥 .מתקיים כי , לפיכך𝑡𝑗 = 𝑒𝑗𝑥 ולכן נוכל להגדיר מחדש את הטור 

𝑃𝑛 𝑥 : 

𝑃𝑛 𝑥 =  𝑐𝑗 ⋅ 𝑒𝑗𝑥

𝑛

𝑗 =0

=  𝑐𝑗 ⋅ 𝑡𝑗

𝑛

𝑗 =0

 

הוכחנו כי קיים פולינום אינטרפולציה . הבאנו את הבעיה לצורה של אינטרפולציה בפולינומים, כלומר

 :יחיד

 הוכחה

𝑛נתונות לנו  + 𝑥0 :  נקודות1 , 𝑦0 , … ,  𝑥𝑛 , 𝑦𝑛  . יהי𝑝 𝑥  פולינום האינטרפולציה ממעלה לכל 

𝑛- העובר ב𝑛היותר  + 0 הנקודות ומקיים  1 ≤ 𝑖 ≤ 𝑛      𝑝 𝑥𝑖 = 𝑦𝑖 . 

 וגם הוא  𝑝 𝑥 מהפולינום השונה 𝑛 ממעלה לכל היותר  𝑞 𝑥נניח בשלילה כי קיים פולינום נוסף 

0: כלומר, מקיים את הדרישה של האינטרפולציה ≤ 𝑖 ≤ 𝑛        𝑞 𝑥𝑖 = 𝑦𝑖 . 

= 𝑟 𝑥: נגדיר פולינום חדש 𝑝 𝑥 − 𝑞 𝑥  .לכן מתקיים: 

 0 ≤ 𝑖 ≤ 𝑛        𝑟 𝑥𝑖 = 𝑝 𝑥𝑖 − 𝑞 𝑥𝑖 = 𝑦𝑖 − 𝑦𝑖 = 0 

הפולינום היחידי ממעלה , לפיכך. (טריוויאלי) לכל היותר 𝑛 חייב להיות פולינום ממעלה  𝑟 𝑥הפולינום 

𝑛 וקיימים לו 𝑛לכל היותר  +  ! 0- שורשים חייב להיות פולינום ה1

 :לכן מתקיים

𝑟 𝑥 = 𝑝 𝑥 − 𝑞 𝑥  ⇒       0 = 𝑝 𝑥 − 𝑞 𝑥   ⇒      𝑝 𝑥 = 𝑞 𝑥  

≠ 𝑞 𝑥-וזה בסתירה להנחה ש 𝑝 𝑥  . 

 . 𝑃𝑛 𝑥-קיים סט מקדמים יחיד ל, לפיכך

 'סעיף ב

 :נתונות נקודות הדגימה הבאות

 0,1 ,  1, 2.718 ,  2, 7.389  

 :הצעה לפתרון

 
1 𝑒𝑥0 𝑒2𝑥0

1 𝑒𝑥1 𝑒2𝑥1

1 𝑒𝑥2 𝑒2𝑥2

 ∙  

𝑐0

𝑐1

𝑐2

 =  

𝑦0

𝑦1

𝑦2

  

 
1 1 1
1 2.718 7.389
1 7.389 54.60

 ∙  

𝑐0

𝑐1

𝑐2

 =  

1

2.718

7.389
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 :נפתור ונקבל כי התוצאה היא בערך

𝑃2 𝑥 = 𝑒𝑥  

 ניתן גם לבצע אינטרפולציה פולינומיםמכיוון שהוכחנו כי ניתן להגיע לצורה של אינטרפולציה ב, בנוסף

ולחזור , 𝑡𝑗עבור הפונקציות ,  שראינופולינומיםלפי אחת מהשיטות האחרות של אינטרפולציה ב

 .𝑒𝑗𝑥בחזרה לפונקציות 

 4 שאלה –'  מועד א2009

 'סעיף א

= 𝑓 𝑥נתונים ערכי הפונקציה  𝑥 ⋅ 𝑒−
𝑥2

 : בנקודות שונות כמצוין בטבלה הבאה2

1.0 0.5 0.1 0.0 𝑥 
0.606531 0.490099 0.099501 0.0 𝑓(𝑥) 

 

 ולפי שיטת 𝐿𝑎𝑔𝑟𝑎𝑛𝑔𝑒ל לפי שיטת " עבור הנתונים הנממעלה שלישיתחשבו פולינומי אינטרפולציה 

 .ההפרשים המחולקים

 .ל" השיטות הנ2י "אין צורך להגיע לביטוי סופי עבור הפולינומים המבוטאים עפ :הערה

 'סעיף ב

𝑥- לפולינומי האינטרפולציה שפותחו בסעיף הקודם ב 𝑓 𝑥חשבו את השגיאה בין  = מה ניתן . 0.75

 !נמק באופן מדויק ומפורט? לומר על השגיאות הללו

 'סעיף ג

נניח כי ברצוננו , בהתייחס לבעיית האינטרפולציה שנלמדה במהלך ההרצאות במתכונתה הכללית

( אבלואציהלבצע , קרי)  𝑝𝑛 𝑥 רציפה כלשהי באמצעות פולינום אינטרפולציה  𝑓 𝑥להעריך פונקציה 

𝑥0- מהשונה 𝑥בנקודה  , 𝑥1 , … , 𝑥𝑛 . מהו סדר הגודל( כפונקציה של𝑛)  עבור סיבוכיות האבלואציהשל 

, (חישוב תחילה של מקדמי הפולינום הסופיים, קרי)אבלואציה המתבססת על אינטרפולציה ישרה 

 .נמקו במדויק?  ואינטרפולציה לפי הפרשים מחולקים𝐿𝑎𝑔𝑟𝑎𝑛𝑔𝑒אינטרפולציה לפי 

 פתרון

 'סעיף א

= 𝑓 𝑥עבור הפונקציה  𝑥 ⋅ 𝑒−
𝑥2

 : והערכים הנתונים מאוסף נקודות הדגימה נקבל2

 𝑳𝒂𝒈𝒓𝒂𝒏𝒈𝒆פולינום 

𝑝3 𝑥 =  𝑦𝑖 𝑙𝑖 𝑥 

3

𝑖=0

 

𝑙0 𝑥 =
 𝑥 − 0.1  𝑥 − 0.5  𝑥 − 1.0 

 −0.1  −0.5  −1.0 
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𝑙1 𝑥 =
𝑥 𝑥 − 0.5  𝑥 − 1.0 

0.1 0.1 − 0.5  0.1 − 1.0 
 

𝑙2 𝑥 =
𝑥 𝑥 − 0.1  𝑥 − 1.0 

0.5 0.5 − 0.1  0.5 − 1.0 
 

𝑙3 𝑥 =
𝑥 𝑥 − 0.1  𝑥 − 0.5 

 1.0 − 0.1  1.0 − 0.5 
 

⇒ 𝑝3 𝑥 = 0 ⋅ 𝑙0 𝑥 + 0.099501 ⋅ 𝑙1 𝑥 + 0.490099 ⋅ 𝑙2 𝑥 + 0.606531 ⋅ 𝑙3 𝑥  

 שיטת ההפרשים המחולקים

0 0.0    
  0.99501   

0.1 0.099501  −0.03703  
  0.976495  −0.789226 

0.5 0.490099  −0.82626  
  0.232864   

1.0 0.606531    
 

 :על פי מה שלמדנו, ולכן

𝑝𝑛 𝑥 =  𝑓 𝑥0 , … , 𝑥𝑖 ⋅ 𝜑𝑖 𝑥 

𝑛

𝑖=0

 

 :כלומר

𝑝3 𝑥 = 𝑓 𝑥0 + 𝑓 𝑥0 , 𝑥1  𝑥 − 𝑥0 + 𝑓 𝑥0 , 𝑥1 , 𝑥2   𝑥 − 𝑥0  𝑥 − 𝑥1 

+ 𝑓 𝑥0 , 𝑥1 , 𝑥2 , 𝑥3  𝑥 − 𝑥0  𝑥 − 𝑥1  𝑥 − 𝑥2  

 :ולכן לאחר הצבה נקבל

𝑝3 𝑥  = 0.99501𝑥 − 0.03703𝑥 𝑥 − 0.1 − 0.789226𝑥 𝑥 − 0.1  𝑥 − 0.5  

 'סעיף ב

𝑓 𝑥 = 0.75 ≈ 0.5661297 

 : יחזיר לנו את הערך𝐿𝑎𝑔𝑟𝑎𝑔𝑒פולינום 

𝑝3 𝑥 = 0.75 ≈ 0.632018 

 :ופולינום בשיטת ההפרשים המחולקים יחזיר לנו את הערך

𝑝3 𝑥 = 0.75 ≈ 0.632018 

 :השגיאה בשני המקרים הינה, כלומר

 𝑓 𝑥 = 0.75 − 𝑝3 𝑥 = 0.75  ≈ 0.0658883 

אזי ערכיהם , מכיוון שהוכחנו כי פולינומי האינטרפולציה חייבים להיות זהים בשל משפט קיום היחידות

 .זהותהינן  ( 𝑓 𝑥ביחס לפונקציה המקורית ) ומכאן שהשגיאות 𝑥זהים לכל 
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 'סעיף ג

 :טיוטה לפתרון

 השיטה הישירה

 נעלמים  𝑛 משוואות עם 𝑛נצטרך לפתור . נקבל את מקדמי פולינום האינטרפולציה בצורה מפורשת

י שימוש " ע 𝑂 𝑛3פתרון מערכת המשוואות יתבצע בסיבוכיות זמן של .  נתון𝑥-ולבצע הצבה ב

 . לפי גאוסבאלימינציה

 𝑳𝒂𝒈𝒓𝒂𝒏𝒈𝒆פולינומי 

𝑛י הכפלת "מתקבל ע)כל אחד ממכני הפולינומים  − ניתן לחישוב בסיבוכיות זמן של  ( גורמים1

𝑂 𝑛  .כ סיבוכיות הזמן עבור המכנים היא"סה, לכן :𝑂 𝑛2 . 

𝑥 : ניתן לחשב תחילה את הביטוי, לגבי המונים − 𝑥0  𝑥 − 𝑥1  𝑥 − 𝑥2 …  𝑥 − 𝑥𝑛 עבור ה -𝑥 

𝑥 -ל ב"נוכל לחלק את הערך הנ, עבור כל מונה, לאחר מכן. הנתון − 𝑥𝑖 כ "סה.  המתאים𝑂 𝑛  

 .פעולות

𝑂 𝑛2: כ סיבוכיות הזמן היא"סה, לכן + 𝑛 = 𝑂 𝑛2 . 

 שיטת ההפרשים המחולקים

 :מציאת המקדמים השונים מהטבלה

 𝑛 − 1 +  𝑛 − 2 + ⋯ + 1 ⇒ 𝑂 𝑛2  

 .(?כיצד ניתן לבצע זאת)  𝑂 𝑛ההצבה עצמה ניתנת לביצוע בסיבוכיות זמן של 

𝑂 𝑛2: כ סיבוכיות הזמן היא"סה, לכן + 𝑛 = 𝑂 𝑛2 . 

 5 שאלה –'  מועד א2008
= 𝑓 𝑥דרוש לקרב את הפונקציה  cos 𝑥 0  באינטרבל, 𝜋 2פולינום ממעלה י " ע. 

𝑥0סביב )י פיתוח לפי טור טיילור "בצעו את האפרוקסימציה המבוקשת ע .א = מהי שגיאת . (0

 ?האפרוקסימציה המירבית על פני האינטרבל הנתון

על פני  (𝑙𝑒𝑎𝑠𝑡 𝑠𝑞𝑢𝑎𝑟𝑒𝑠)י מזעור ריבועי ההפרשים "בצעו את האפרוקסימציה המבוקשת ע .ב

הסבירו באופן מדויק ומפורט את הפיתוח עבור מקדמי הפולינום המבוקש . האינטרבל הנתון

𝑟2 𝑥 = 𝑏0 + 𝑏1𝑥 + 𝑏2𝑥
 במקרה זה וחשבו את השגיאה המירבית על פני האינטרבל 2

 . הנתון

 :היעזרו בנוסחאות הבאות: הערה

  𝑥 cos 𝑥 𝑑𝑥 = 𝑥 sin 𝑥 + cos 𝑥 + 𝐶 

  𝑥2  cos 𝑥 𝑑𝑥 = 𝑥2 sin 𝑥 − 2 sin 𝑥 + 2𝑥 cos 𝑥 + 𝐶 

 פתרון

 'סעיף א

= 𝑓 𝑥נפתח טור טיילור לפונקציה  cos 𝑥 .זהו טור ידוע והוא: 
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cos 𝑥 =  
 −1 𝑖

 2𝑖 !

∞

𝑖=0

𝑥2𝑖  

 :ולכן במקרה שלנו

𝑝2 𝑥 = 1 −
𝑥2

2
 

 :שגיאת האפרוקסימציה במקרה זה

𝑅4 𝑥 =  𝑓 4  𝜉 ⋅
𝑥4

4!
 ≤

𝜋4

24
≈ 4.0587 

 'סעיף ב

 :נפתור את המערכת הבאה

 
 
 
 
 
 
  1 𝑑𝑥

𝜋

0

 𝑥 𝑑𝑥
𝜋

0

 𝑥2 𝑑𝑥
𝜋

0

 𝑥 𝑑𝑥
𝜋

0

 𝑥2 𝑑𝑥
𝜋

0

 𝑥3 𝑑𝑥
𝜋

0

 𝑥2 𝑑𝑥
𝑏

0

 𝑥3 𝑑𝑥
𝑏

0

 𝑥4 𝑑𝑥
𝜋

0  
 
 
 
 
 
 

∙

 
 
 
 
 
 
𝑏0

𝑏1

𝑏2 
 
 
 
 
 

=

 
 
 
 
 
 
  cos 𝑥  𝑑𝑥 

𝜋

0

 𝑥 cos 𝑥  𝑑𝑥 
𝜋

0

 𝑥2 cos 𝑥  𝑑𝑥 
𝜋

0  
 
 
 
 
 
 

⇒ 

 
 
 
 
 
 
 𝜋

𝜋2

2

𝜋3

3
𝜋2

2

𝜋3

3

𝜋3

4
𝜋3

3

𝜋4

4

𝜋5

5  
 
 
 
 
 
 

∙

 
 
 
 
 
 
𝑏0

𝑏1

𝑏2 
 
 
 
 
 

=

 
 
 
 
 

 − sin 𝑥 0
𝜋

𝑥 sin 𝑥 + cos 𝑥   0
𝜋

𝑥2 sin 𝑥 − 2 sin 𝑥 + 2𝑥 cos 𝑥   0
𝜋  
 
 
 
 

⇒ 

 
 
 
 
 
 
 𝜋

𝜋2

2

𝜋3

3
𝜋2

2

𝜋3

3

𝜋4

4
𝜋3

3

𝜋4

4

𝜋5

5  
 
 
 
 
 
 

∙

 
 
 
 
 
 
𝑏0

𝑏1

𝑏2 
 
 
 
 
 

=

 
 
 
 
 

0

−2

−2𝜋 
 
 
 
 

⇒ 

 :לאחר פתרון המערכת נקבל

𝑟2 𝑥 = 1.216 − 0.774𝑥 

 :שגיאת האפרוקסימציה במקרה זה

𝐸 𝑥 = cos 𝑥 − 1.216 + 0.774𝑥 

𝐸′ 𝑥 = − sin 𝑥 + 0.774 

 :הפונקציה מקבלת ערך קיצון בנקודות, עבור הקטע הנתון בשאלה

 𝑥1 ≈ 0.8851 
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𝑥2 ≈ 𝜋 − 𝑥1 = 2.256 

 :השגיאה הגדולה ביותר בקטע מתקבלת בנקודה, ולכן

𝐸 0 = −0.216 

𝐸 0.8851 = 0.1023 

𝐸 2.256 = −0.1027 

𝐸 𝜋 = 0.2156 

 .0.216ולכן השגיאה הגדולה ביותר הינה 

 :ניתן לראות זאת בציור הבא
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