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Abstract—We propose a novel statistical model to describe spatio-temporal extreme events. The model can be used, for instance, to estimate extreme-value temporal pattern such as seasonality and trend, and further to predict the distribution of extreme events in the future. Such model usually involves thousands or even millions of variables in the spatio-temporal domain, whereas only one single observation is available for each location and time point. To address this challenge, previous works usually employ learning and inference methods that are computationally burdensome, and therefore are prohibitive for large-scale data. Moreover, they assume that the shape and scale parameters of the extreme-value distributions are constant across the spatio-temporal domain, which is often too restrictive in practice. In this paper, we break through these limitations by exploring graphical models to capture the highly structured dependencies among the parameters of extreme-value distributions. Furthermore, we develop an efficient stochastic variational inference (SVI) algorithm to learn the parameters of the resulting non-Gaussian graphical model. The computational complexity of the SVI algorithm is sublinear in the number of variables, thus enabling the proposed model to tackle large-scale spatio-temporal data in real-life applications. Results of both synthetic and real data demonstrate the effectiveness of the proposed approach.
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I. INTRODUCTION

ANALYSIS of multiple extreme-value time series has found applications and permeated the literature in a wide variety of domains, ranging from finance to climatology. For example, extreme precipitation can characterize climate change [2] and cause flood or flash-flood related hazards [3]. Therefore, assessing the spatial and temporal pattern of such events and making reliable predictions of future trends is crucial for risk management and disaster prevention.

For stationary data, one of the most common approaches for describing their extreme events is the block maximum approach, which models the maxima of a set of contiguous temporal blocks of observations using the Generalized Extreme Value (GEV) distribution [4]. It has been shown that block maxima of stationary time series that are sufficiently separated (e.g., annual maxima) are almost independent [4]. However, increasing the block size to well separate the block maxima often leads to a small sample size, and thus, the resulting estimates of GEV parameters are unreliable. The problem can be alleviated by considering the dependence between multiple GEV distributed variables (e.g., annual maximum precipitation at multiple locations) [5], [6]. As an alternative, instead of using one single sample (i.e., the maximum) in a large block, we can shrink the size of the blocks and introduce temporal dependence to the extreme-value samples so as to utilize the data more effectively. Combination of both approaches leads to GEV distributions whose parameters varying smoothly across both space and time. Apart from stationary time series, non-stationarity in the underlying process such as seasonality, trend, regime changes and dependence on external factors are often the rule rather than the exception. Hence, when modeling block maxima of this process, such covariate effects also need to be taken into account, and this again results in a spatio-temporal model.

Unfortunately, under both settings, only one sample is available at each measuring site and time point, whereas the corresponding GEV distribution has three parameters to be estimated.

Due to the abovementioned challenge, there is only a handful of spatio-temporal models for extreme events at present. In the following, we review the literature on spatio-temporal extreme events. A clear account of temporal dependence is presented in [4], which defines the temporal changes of GEV parameters through deterministic functions, such as linear, log-linear and quadratic functions. However, the restrictive functional forms pose a serious limitation in practice. A more satisfactory approach is to replace the deterministic function with a linear combination of suitable basis functions, such as splines, and add a penalty to guard against overfitting [7]. The smoothness parameters (i.e., penalty parameters) are chosen through cross validation or Akaike Information Criterion. The tuning process is usually computationally burdensome since numerous candidate values of the smoothness parameters have to be tested before the proper amount of smoothness is determined. Moreover, the computational complexity increases exponentially with the number of smoothness parameters. To overcome this deficiency, a Bayesian approach is proposed in [8], where the smoothness parameters are regarded as random variables and Gamma priors are imposed on them. Such Bayesian models are often inferred by the Monte Carlo Markov chain (MCMC) algorithm, and the
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algorithm can be unacceptably slow for large-scale problems. On the other hand, Neville et al. [9] apply the mean field variational Bayes method to learn the model. Similarly as in [10], the GEV distributions are approximated by Gaussian mixtures for a fixed set of shape parameters, in order to avoid the complex functional form of the GEV distributions. Closed-form update rules for the parameters of the variational distributions are derived. As a consequence, the algorithm needs to be run once for each possible value of the shape parameter in the predefined set (which may be large) before the one associated with the largest likelihood is selected.

Another line of research investigates the application of dynamic linear models (DLM) to extreme-value time series, cf. [11]–[15]. DLMs relate the present GEV parameters to the historical estimates while embedding the spatial dependence implicitly in the evolution matrix. Such models are often estimated via MCMC methods [11]–[13], [15] or generalized expectation maximization [14]. Unfortunately, the computational cost of learning a DLM is \( O(NP^2) \), where \( P \) is the number of measuring stations and \( N \) is the number of block maxima observed at each station (i.e., length of time series). As a result, such models are prohibitive for the cases where \( P \) is large. Furthermore, DLMs use directed acyclic graphs to represent the dependence from past to present, and hence, the estimates of GEV parameters at time \( t \) only depend on extreme-value samples up to \( t \). Obviously, it is more tempting to take full advantage of all the observed samples, both before and after \( t \), to yield more reliable estimates of GEV parameters. This indicates that GEV parameters at different time points depend on each other, thus constituting an undirected cyclic graph.

Apart from the above mentioned issues, the previous works [7]–[14] often restrict the shape and scale parameters of the GEV distributions to be constant across the spatio-temporal domain, and only allow the location parameters to vary so as to capture the non-stationarity in the data. This assumption stems from the analysis on spatial extremes in [16], which shows that varying the shape parameter across the space only slightly improves the model fitting, but the resulting score of the deviance information criterion (DIC) [17] is larger than that with a constant shape parameter. Moreover, it also simplifies the corresponding learning algorithms. However, as pointed out in [15], treating the shape and scale parameter as a constant is inappropriate for modeling monthly maxima. This point is also demonstrated by our numerical results on both synthetic and real data.

In this paper, we propose to exploit undirected graphical models (i.e., Markov random fields) [18] to capture the highly structured spatial and temporal dependencies among GEV parameters. We aim to estimate the temporal pattern of extreme events, such as the trend or seasonality of the data in time. Furthermore, we intend to predict the distribution of extreme events in the future based on the current trend. In the example of extreme rainfall, forecasting whether the size of extremes will increase in the future is the key for flood warning and strategic planning.

To move forward to this goal, we first assume that the single block maximum at each site and time position (i.e., each month) follows a GEV distribution. We further stipulate that each of the three GEV parameters (the shape, scale, and location parameter) corresponding one site and time point can be decomposed into the sum of two components: a spatial and a temporal component. The proposed model is therefore similar in spirit to the generalized additive models that are popular in the literature of extreme events modeling [7], [9], [19]. Next, we impose Gaussian graphical model priors, particularly, thin-plate model priors, respectively on the spatial components across space and the time components across time. The amount of dependence is then determined by the smoothness parameters of the thin-plate models. In order to infer all the parameters, we follow the empirical Bayes approach; we generate point estimates of the smoothness parameters while inferring the posterior distribution of the GEV parameters. Specifically, we approximate the posterior distribution of the GEV parameters by a multivariate Gaussian distribution with a diagonal covariance matrix, and exploit efficient stochastic optimization methods [20], [21] to learn both the smoothness parameters and the parameters of the variational distribution. As only noisy gradients (rather than the exact ones) are required in each iteration of the stochastic variational inference algorithm, the computational complexity can be reduced to be sublinear in the number of variables. Numerical results show that the proposed model can automatically recover the underlying pattern of GEV parameters across both space and time, given one single sample observed at each location and time point. Moreover, it also provides an effective tool to predict the future distribution of extreme events.

The rest of the paper is organized as follows. In Section II, we review thin-plate models, since those models play a central role in our approach. In Section III, we present the proposed spatio-temporal model for extreme events in detail. The efficient stochastic variational inference algorithm is then developed in Section IV. We also explain how to predict the distribution of extreme events in the future in this section. In Section V, we assess the proposed model and benchmark it with other models by means of synthetic and real data. We conclude in Section VI with a discussion and an outlook.

II. THIN-PLATE MODELS

In this section, we first give a short description of graphical models, and then we discuss the special case of thin-plate models. In particular, we introduce thin-plate models with zero curvature and zero gradient boundary conditions respectively. The former is useful to predict future trend while the latter can deal with multi-dimensional data. As a result, we utilize the former to capture spatial dependence among GEV parameters and the latter for modeling spatial dependence.

In an undirected graphical model (i.e., a Markov random field), the probability distribution is represented by an undirected graph \( \mathcal{G} \) which consists of \( P \) nodes \( \mathcal{V} \) and edges \( \mathcal{E} \subset \mathcal{V} \times \mathcal{V} \). Each node \( i \) is associated with a random variable \( z_i \). An edge \( (i,j) \) is absent if the corresponding two variables \( z_i \) and \( z_j \) are conditionally independent: \( P(z_i, z_j | z_{\mathcal{V}\setminus\{i,j\}}) = P(z_i | z_{\mathcal{V}\setminus\{i,j\}})P(z_j | z_{\mathcal{V}\setminus\{i,j\}}) \), where \( \mathcal{V} \setminus \{i,j\} \) denotes all the nodes in the set \( \mathcal{V} \) except \( i \) and \( j \).

In particular, for Gaussian distributed \( z = \{z_i \}^P \), the resulting graphical model is called a Gaussian graphical model or a Gauss-Markov random field (GMRF). Let \( z \sim \mathcal{N}(\mathbf{m}, \Sigma) \) with mean vector \( \mathbf{m} \) and positive-definite covariance matrix \( \Sigma \). The
Gaussian graphical model can be equivalently parameterized as \( \mathcal{N}(K^{-1} h, K^{-1}) \) with a precision matrix \( K = \Sigma^{-1} \) and a potential vector \( h = K m \). The resulting PDF can be expressed as:

\[
P(z) \propto \exp \left\{ -\frac{1}{2} z^T K z + h^T z \right\}.
\]

Interestingly, the graph \( \mathcal{G} \) is characterized by the precision matrix (the inverse covariance) \( K \), i.e., \( K_{ij} \neq 0 \) if and only if the edge \((i, j) \in E \) [22].

The thin-plate model [23], [24] is a GMRF that is commonly used as smoothness prior as it penalizes the second-order difference. In other words, we model the second-order differences as a Gaussian distribution:

\[
\Delta^2 z_i \sim \mathcal{N}(0, \alpha_z^{-1}).
\]

For a one-dimensional problem where the variables \( z_i \)'s are evenly located on a chain, the second-order difference at \( z_i \) can be defined as \( \Delta^2 z_i = z_{i-1} - 2z_i + z_{i+1} \). As a result, the density function of a thin-plate model with a chain structure can be written as [23]:

\[
p(z) \propto \exp \left\{ -\frac{\alpha_z}{2} \sum_{i=2}^{P-1} (z_{i-1} - 2z_i + z_{i+1})^2 \right\} \exp \left\{ -\frac{\alpha_z}{2} z^T K_{tp} z \right\},
\]

where the smoothness parameter \( \alpha_z \) controls the curvature, and \( K_{tp} \) has the following form:

\[
K_{tp} = A^T A, \quad A = \begin{bmatrix} 1 & -2 & 1 \\ 1 & -2 & 1 \end{bmatrix}.
\]

Note that \( A \) is a \((P-2) \times P\) matrix. Apparently, the precision of a thin-plate model \( K = \alpha_z K_{tp} \) is easy to tell from (3) that the thin-plate model is invariant to the addition of a constant, and more importantly, a linear function along the Markov chain. In other words, \( K_{tp} z = 0 \) and \( K_{tp} s_1 = 0 \), where \( s_1 = [1, 2, \ldots, P]^T \). As such, this prior can accommodate the linear trends without penalty. We can also conclude that \( K_{tp} \) is rank deficient with two zero eigenvalues. As a result, the improper density is often used in practice [23], [25], that is,

\[
p(z) \propto K_+^{0.5} \exp \left\{ -\frac{1}{2} z^T K_+ z \right\},
\]

where \( K_+ \) denotes the product of the positive eigenvalues of the precision matrix \( K \). We can also read from (5) that the conditional mean of one variable \( z_i \) conditioned on other variables \( z_{\neq i} \) is [23]:

\[
E(z_i | z_{\neq i}) = \frac{4}{6} (z_{i-1} + z_{i-1}) - \frac{1}{6} (z_{i+2} + z_{i-2}),
\]

where \( z_i \) can be regarded as second-order polynomial interpolation based on four nearby variables \( z_{i-2}, z_{i-1}, z_{i+1}, \) and \( z_{i+2} \) without an overall level. Therefore, the thin-plate model allows the deviation from any overall mean level without having to specify the overall mean level itself. Such property is often favored in practice. Furthermore, the zero curvature boundary condition of (3) (i.e., \( \Delta^2 z_1 = \Delta^2 z_P = 6 \)) aids in predicting (or extrapolating) future values [23], i.e.,

\[
E(z_{P+1} | z_1, \ldots, z_P; \alpha_z) = z_P + (z_P - z_{P-1}).
\]

Therefore, the conditional mean of \( z_{P+1} \) is simply the linear extrapolation based on the last two observations \( z_P \) and \( z_{P-1} \). Such models will be exploited to model temporal trend of GEV parameters.

A zero gradient boundary condition is also often applied in thin-plate models, i.e., \( z_0 = z_1 \) and \( z_{P-1} = z_P \). Consequently, we can simplify the second-order difference at the boundary variable \( z_1 \) and \( z_P \) respectively as:

\[
\Delta^2 z_1 = z_0 - 2z_1 + z_2 = z_2 - z_1,
\]

\[
\Delta^2 z_P = z_P - 2z_P + z_{P+1} = z_{P+1} - z_P.
\]

Hence, the resulting thin-plate model with constant boundary condition is [24]:

\[
p(z) \propto \exp \left\{ -\frac{\alpha}{2} \sum_{i=1}^P \left( |N(i)| z_i - \sum_{j \in N(i)} z_j \right)^2 \right\},
\]

where \( N(i) \) denotes the neighboring nodes of \( z_i \) and \( N(i) \) is the number of neighbors \( z_i \) have. In (12), each node is modeled to be close to the average of its neighbors. Note that the resulting \( K_{tp} \) has rank \( P - 1 \). This model can be easily extended to the case of multiple dimensions, and coincides with the boundary conditions proposed in [26] to address the problem of extending (3) to a two-dimensional spatial domain. Moreover, it is shown in [27] that such models perform better when modeling spatial dependence of spatial data than thin-membrane models [28] that penalize gradient. As a result, we will employ this type of thin-plate models to capture spatial dependence among GEV parameters in the sequel.

## III. SPATIO-TEMPORAL MODELS FOR EXTREME EVENTS

In this section, we present the proposed spatio-temporal graphical model for extreme events. Suppose that we have block maxima \( z_{ij} \) at each of the \( P \) locations, where \( i = 1, \ldots, N \) and \( j = 1, \ldots, P \). The resulting number of dimensions of the spatio-temporal model is \( D = NP \). We further assume the observations are missing at random, in order to demonstrate that the proposed model is capable of dealing with missing data. The set of observed spatio-temporal indices is denoted as \( \mathcal{O} \).

### A. Likelihood: Generalized Extreme Value Distributions

Motivated by the extreme value theory, we assume that each observed \( x_{ij} \) follows a Generalized Extreme Value (GEV) distribution with cumulative distribution function (CDF) [4]:

\[
P(x_{ij} | \xi_{ij}, \sigma_{ij}, \mu_{ij}) = \exp \left\{ - \left[ 1 + \frac{\xi_{ij}}{\sigma_{ij}} (x_{ij} - \mu_{ij}) \right]^{-\frac{1}{\xi_{ij}}} \right\},
\]

where \( \mu_{ij} \in \mathbb{R} \) is the location parameter, \( \sigma_{ij} > 0 \) is the scale parameter and \( \xi_{ij} \neq 0 \) is the shape parameter. We further use \( \xi_{ij} = \log \sigma_{ij} \) to parameterize the GEV distribution such that

\[
E(x_{ij+1} | x_{ij}, \xi_{ij}, \sigma_{ij}, \mu_{ij}) = \frac{1}{\xi_{ij}} \left[ \left( 1 + \frac{\xi_{ij}}{\sigma_{ij}} (x_{ij} - \mu_{ij}) \right) \left( 1 + \frac{\xi_{ij}}{\sigma_{ij}} (x_{ij+1} - \mu_{ij}) \right) \right]^{-\frac{1}{\xi_{ij}}}.
\]
Taking derivatives of (13) with regard to $\xi_{ij}$ yields the probability density function (PDF):

$$f(x_{ij}, \xi_{ij}, \mu_{ij}) = \frac{1}{\exp(\xi_{ij})} \left[ 1 + \xi_{ij} \frac{x_{ij} - \mu_{ij}}{\exp(\xi_{ij})} \right]^{-\frac{1}{\xi_{ij}} - 1} \cdot \exp \left\{ - \left[ 1 + \xi_{ij} \frac{x_{ij} - \mu_{ij}}{\exp(\xi_{ij})} \right]^{-\frac{1}{\xi_{ij}}} \right\}.$$ \hspace{1cm} (14)

Note that the support of both (13) and (14) is $\mathbb{R}$. For $\xi_{ij} = 0$, the above functions are undefined, and thus are replaced with the results obtained by taking the limit as $\xi_{ij} \to 0$. In this case, the resulting CDF and PDF are:

$$F(x_{ij}, 0, \mu_{ij}) = \exp \left\{ - \exp \left( - \frac{x_{ij} - \mu_{ij}}{\exp(\xi_{ij})} \right) \right\},$$ \hspace{1cm} (15)

$$f(x_{ij}, 0, \mu_{ij}) = \frac{1}{\exp(\xi_{ij})} \exp \left( - \frac{x_{ij} - \mu_{ij}}{\exp(\xi_{ij})} \right) \cdot \exp \left\{ - \exp \left( - \frac{x_{ij} - \mu_{ij}}{\exp(\xi_{ij})} \right) \right\},$$ \hspace{1cm} (16)

where $x_{ij}$ is defined in $\mathbb{R}$.

Note that the key parameter of GEV distributions is the shape parameter, which determines the subfamily. Specifically, $\xi_{ij} < 0$ yields Gumbel distributions with upper tail dependence, $\xi_{ij} > 0$ corresponds to Fréchet distributions with heavy upper tails, while $\xi_{ij} = 0$ corresponds to Weibull distributions with bounded upper tails.

### B. Prior: Thin-Plate Models

We now turn our attention to the prior distributions of the GEV parameters. Since the three parameters share the same dependence structure, we present them in a unified form. Let $z_{ij}$ denote either $\xi_{ij}$, $\zeta_{ij}$ or $\mu_{ij}$. We assume that each parameter $z_{ij}$ at time instant $i$ and site $j$ can be decomposed as $z_{ij} = z_{T,i} + z_{S,j}$, where $z_{T,i}$ is the temporal component at time instant $i$ and $z_{S,j}$ is the spatial component at site $j$. Note that we construct the model in a similar fashion to the generalized additive models that have seen broad applications in the literature of extreme value analysis due to their simplicity, flexibility and utility, cf. [7], [9], [19] and references therein. However, different from the generalized additive models that are often decomposed as the deterministic (spline) functions for the spatial and the temporal component plus a noise term, we only put smoothness priors on the spatial and temporal component without specifying their functional form. Thus, the resulting model can be more flexible. In addition, we include the noise term implicitly in $z_S$ and $z_T$.

In the following, we describe the priors on $z_S = \{z_{S1}, \ldots, z_{SN}\}^T$ and $z_T = \{z_{T1}, \ldots, z_{TN}\}^T$ individually. Such priors are constructed according to the highly structured dependence between the GEV parameters.

Without loss of generality, we assume that the measuring stations are deployed on a regular lattice as shown in Fig. 1. As a result, we employ the thin-plate model with zero gradient boundary condition (12) to capture the spatial dependence among the sites (variables) in the spatial component $z_S$:

$$p(z_S|\alpha_z) \propto \exp \left\{ - \frac{\alpha_z}{2} \sum_{i=1}^{n_p} \left( N(i) z_{Si} - \sum_{j \in N(i)} z_{Sj} \right)^2 \right\} \propto |\alpha_z K_S|^{\frac{1}{2}} \exp \left\{ - \frac{1}{2} z_S^T \alpha_z K_S z_S \right\}. \hspace{1cm} (17)$$

Here, $N(i)$ typically includes four neighbors (two vertical and two horizontal) of node $i$.

Next, we consider the temporal dependence. We first deal with the periodicity and the trend separately, and then integrate them together to construct the temporal graphical model. More specifically, we partition $z_T$ according to the period as $(z_{T1}, z_{T2}, \ldots, z_{TN})$, where $\tau$ is the period. Since we focus on block maxima, $\tau$ is automatically determined by the block size. For example, if we analyze monthly maxima, $\tau = 12$, whereas for seasonal maxima, $\tau = 4$. For variables in each group, e.g., $(z_{T1}, z_{T2}, \ldots, z_{TN})$, we couple them together via a cycle graph as shown in Fig. 2(a) to accommodate the periodicity in the time series. In this case, the thin-plate model with zero curvature and zero gradient boundary condition takes on the same form; we use $\beta_z K_{pr}$ to denote the precision matrix of the thin-plate model, where $\beta_z$ is the smoothness parameter. On the other hand, we capture the trend by coupling $z_{T1}, z_{T1+\tau}, z_{T1+2\tau}, \ldots$ together via a chain graph (see Fig. 2(b)), for $i = 1, \ldots, \tau$. Here, we utilize the thin-plate model with zero curvature boundary condition for the sake of future forecast, and represent the corresponding precision matrix as $\gamma_T K_T$. As a consequence, the neighborhood structure of the temporal model can be specified as in Fig. 2(c), and the overall precision matrix is given by:

$$K_T = (\gamma_T K_T) \oplus (\beta_z K_{pr}) \oplus (I_{pr} \otimes K_{pr})$$ \hspace{1cm} (18)

$$= \gamma_T K_{T} \otimes I_{pr} + \beta_z I_{pr} \otimes K_{pr}$$ \hspace{1cm} (19)

$$= \gamma_T \hat{K}_T + \beta_z K_{pr},$$ \hspace{1cm} (20)

where $\oplus$ and $\otimes$ denote the Kronecker sum and Kronecker product respectively, $I_*$ is an identity matrix with the same dimension as $K_*$, $K_{pr}$ characterizes the dependence within each period (corresponding to the blue edges in Fig. 2(c)), and $K_T - K_{T1} \otimes I_{pr}$ characterizes the dependence between contiguous periods (corresponding to the green edges in Fig. 2(c)).

As mentioned in Section II, thin-plate models do not specify the overall mean level for $z_S$ and $z_T$, and thus, there can be an infinite number of combinations $(z_{Ti}, z_{Sj})$ with $z_{ij} = z_{Ti} + \ldots$.
unchanged. To remedy the problem, we explicitly add a constraint in the prior of $\mathbf{z}_T$ that $\sum_i z_{Ti} = 0$. Taken together, the prior density of $\mathbf{z}_T$ can be written as:

$$p(\mathbf{z}_T | \mathbf{K}_T, \gamma) \propto (N | \gamma \mathbf{K}_T \mathbf{K}_T + \mathbf{K}_T)^{0.5} \cdot \exp \left\{ -\frac{1}{2} \mathbf{z}_T^T \left( \gamma \mathbf{K}_T \mathbf{K}_T + \mathbf{K}_T + 11 \mathbf{I} \right) \mathbf{z}_T \right\},$$

where $\mathbf{I}$ is a column vector of all ones. Recall that the eigenvalue of $\mathbf{K}_T$ corresponding to eigenvector 1 is 0 (see Section II). By adding $11 \mathbf{I}$ to $\mathbf{K}_T$, we only modify the eigenvalue to $N$ with other eigenvalues unchanged. Therefore, $\gamma \mathbf{K}_T \mathbf{K}_T + \mathbf{K}_T + 11 \mathbf{I} = N \gamma \mathbf{K}_T \mathbf{K}_T + \mathbf{K}_T + \mathbf{I}$.

C. Spatio-Temporal Graphical Models for Extreme Values

The joint PDF of the overall spatio-temporal model can be written as:

$$p(\mathbf{x}, \mathbf{y}, \mathbf{S}_T, \mathbf{S}_S) = \prod_{\{i,j\} \in V_T} f(x_{ij}, \xi_{i,j}, \psi, \alpha, \beta, \gamma, \alpha_i, \beta_i, \gamma_i) \cdot \prod_{\{i,j\} \in V_T} p(\mathbf{z}_T | \mathbf{z}_T = \mathbf{z}_{ij}^T, \mathbf{K}_T, \gamma)$$

where $f(x_{ij}, \xi_{i,j}, \psi, \alpha, \beta, \gamma, \alpha_i, \beta_i, \gamma_i)$ is the GEV density function (i.e., the likelihood of the GEV parameters, cf. Equation (14) and (16)) introduced in Section III-A.

Since the GEV densities are non-Gaussian, the resulting overall graphical model is non-Gaussian as well. Therefore, we exploit variational inference methods to estimate both the GEV parameters and the smoothness parameters given observed extreme values $\mathbf{z} = [x_{ij}]^T$, which is explained in the next section.

IV. LEARNING AND INFERENCE

In this section, we first elaborate on how to learn both the GEV and smoothness parameters given the extreme-value observations. We then employ the model to predict future GEV distributions.

A. Learning GEV and Smoothness Parameters

As mentioned in Section I, we estimate all the parameters through an empirical Bayes approach [29]. Specifically, we infer the smoothness parameters by maximum likelihood estimation. Let $\mathbf{y} = [\xi; \xi; \psi; \alpha; \beta; \gamma]$ and $\theta = [\alpha_\xi; \beta_\xi; \gamma_\xi; \alpha_\psi; \beta_\psi; \gamma_\psi]$. The likelihood is given by:

$$p(\mathbf{y} | \theta) = \int p(\mathbf{y} | \mathbf{x}, \theta) d\mathbf{y} = \int p(\mathbf{y} | \mathbf{x}) p(\mathbf{x} | \theta) d\mathbf{y}.$$

where $p(\mathbf{y} | \mathbf{x})$ are the GEV densities, and $p(\mathbf{x} | \theta)$ are the thin-plate model priors. Since maximizing $p(\mathbf{x} | \theta)$ (23) directly is intractable, we instead find $q(\mathbf{y})$ and $\theta$ to maximize the lower bound of $\log p(\mathbf{x} | \theta)$:

$$L = \int q(\mathbf{y}) \log \frac{p(\mathbf{y} | \mathbf{x}, \theta)}{q(\mathbf{y})} d\mathbf{y} \leq \log p(\mathbf{x} | \theta).$$

Ideally, we choose $q(\mathbf{y}) = p(\mathbf{y} | \mathbf{x}, \theta)$ such that the lower bound $L$ is maximized. However, in our case, we cannot obtain the closed-form expression of the posterior distribution $p(\mathbf{y} | \mathbf{x}, \theta)$ due to the complicated functional form of the GEV densities. Alternatively, we resort to the variational inference algorithm [30], in which we find the variational distribution $q(\mathbf{y})$ with a fixed but tractable functional form that maximizes $L$. More precisely, we set $q(\mathbf{y})$ to be a multivariate Gaussian distribution with a diagonal covariance matrix. Specifying $q(\mathbf{y})$ to such a simple function can dramatically speed up the learning process. At the same time, each factor $q(y_i)$ can reliably approximate the corresponding marginal posterior distribution $p(y_i | \mathbf{x}, \theta)$ given by Gibbs sampling, especially the mean, as shown in our numerical experiments.

We estimate both the smoothness parameters and the parameters of $q(\mathbf{y})$ via stochastic optimization [32], which is discussed below at length. Since the variational distribution $q(\mathbf{y})$ is given by $N(\mathbf{y}; \mathbf{m}, \mathbf{C} \mathbf{C}^T)$, where $\mathbf{m}$ is the mean vector, and $\mathbf{C}$ is a diagonal matrix with the standard deviation vector $\mathbf{\nu}$ on the diagonal, $\mathbf{y}$ can be equivalently parameterized as [20]:

$$\mathbf{y} = \mathbf{C} \mathbf{y} + \mathbf{m},$$

$$\mathbf{y} \sim \phi(\mathbf{y}),$$

where $\phi(\mathbf{y}) = N(\mathbf{y}; \mathbf{0}, \mathbf{I})$ is a multivariate Gaussian distribution with zero mean and unit variance. By changing variables according to $\mathbf{y} = \mathbf{C}^{-1} (\mathbf{y} - \mathbf{m})$, $\mathbf{L}$ can be expressed as [20]:

$$L = \int_{\mathbf{y}} \phi(\mathbf{y}) \log p(\mathbf{y} | \mathbf{C} \mathbf{y} + \mathbf{m}) p(C \mathbf{y} + \mathbf{m} | \theta) d\mathbf{y} = E_{\phi(\mathbf{y})} \left[ \log p(\mathbf{y} | \mathbf{C} \mathbf{y} + \mathbf{m}) \right] + E_{\phi(\mathbf{y})} \log p(C \mathbf{y} + \mathbf{m} | \theta) + \log |\mathbf{C}| + c,$$

where $c$ is a constant that summarizes all irrelevant terms. Since $p(C \mathbf{y} + \mathbf{m} | \theta)$ corresponds to a Gaussian graphical model, we can obtain the closed-form expression of the second term in (27):

$$E_{\phi(\mathbf{y})} \left[ \log p(C \mathbf{y} + \mathbf{m} | \theta) \right] = \sum_{\mathbf{z} \in \{\xi, \psi, \alpha, \beta, \gamma\}} E_{\phi(\mathbf{z})} \log p(\mathbf{z} | \alpha) + E_{\phi(\mathbf{m})} \log p(\mathbf{m} | \mathbf{\theta})$$

and

$$E_{\phi(\mathbf{z})} \log p(\mathbf{z} | \alpha) = -\frac{1}{2} \log |\mathbf{K}_S| + \frac{\alpha_\xi}{2} \mathbf{m}_S^T \mathbf{K}_S \mathbf{m}_S - \frac{\alpha_\xi}{2} \mathbf{v}_S^T \text{diag}(\mathbf{K}_S) \mathbf{v}_S,$$
where $\mathbf{K}_{\mathbf{x}}$ is a diagonal matrix whose diagonal equals that of $K$. Our objective is to find the smoothness parameters $\boldsymbol{\theta}$ and the variational parameters $\mathbf{m}$ and $\nu$ to maximize the lower bound $L$ (27). To this end, we consider the gradients with respect to those parameters. For the spatial smoothness parameter $\alpha_z$, the gradient is given by:

$$
\frac{\partial L}{\partial \alpha_z} = \frac{1}{2} m_z^T (K_T + 11^T) m_z - \frac{1}{2} m_z^T \mathbf{K}_{\mathbf{x}} \mathbf{K}_{\mathbf{x}}^T m_z - \frac{1}{2} \nu_z^T \mathbf{diag}(K_{\mathbf{y}}) \nu_z. \quad (30)
$$

For the smoothness parameters $\beta_z$ and $\gamma_z$ that characterize the temporal dependence, the gradient appears to be complicated because of the log-determinant term. However, recall that $\beta_z K_{\mathbf{pr}} + \gamma_z K_{\mathbf{tr}} = K_T - (\gamma_z K_{\mathbf{tr}}) \otimes (\beta_z K_{\mathbf{pr}})$ (18). Due to the properties of Kronecker sum [31, Ch.13], the eigenvalue matrix $\Lambda_T$ of $K_T$ boils down to:

$$
\Lambda_T = (\gamma_z \Lambda_{\mathbf{tr}}) \otimes (\beta_z \Lambda_{\mathbf{pr}}) = \beta_z \Lambda_{\mathbf{pr}} + \gamma_z \Lambda_{\mathbf{tr}},
$$

(32)

where $\Lambda_{\mathbf{pr}}$ and $\Lambda_{\mathbf{tr}}$ are the eigenvalue matrices corresponding respectively to $K_{\mathbf{pr}}$ and $K_{\mathbf{tr}}$, $\Lambda_{\mathbf{pr}} = I_{\mathbf{pr}} \otimes \Lambda_{\mathbf{pr}}$, and $\Lambda_{\mathbf{tr}} = I_{\mathbf{tr}} \otimes \Lambda_{\mathbf{tr}}$. Consequently, the log-determinant term in (30) can be simplified as:

$$
\log[\beta_z \mathbf{K}_{\mathbf{pr}} + \gamma_z \mathbf{K}_{\mathbf{tr}}] = \log [\beta_z \Lambda_{\mathbf{pr}} + \gamma_z \Lambda_{\mathbf{tr}}] + \sum_{\{i, j \in V_o\}} \log (\beta_z \lambda_{\mathbf{pr} i} + \gamma_z \lambda_{\mathbf{tr} i}),
$$

(33)

and therefore the gradient of $L$ with regard to $\beta_z$ and $\gamma_z$ equals:

$$
\frac{\partial L}{\partial \beta_z} = - \frac{1}{2} \sum_{\{i, j \in V_o\}} \frac{\lambda_{\mathbf{pr} i}}{\beta_z \lambda_{\mathbf{pr} i} + \gamma_z \lambda_{\mathbf{tr} i}} \mathbf{K}_{\mathbf{x}}^T m_z - \frac{1}{2} m_z^T \nu_z^T \mathbf{diag}(\mathbf{K}_{\mathbf{pr}}) \nu_z, \quad (34)
$$

and

$$
\frac{\partial L}{\partial \gamma_z} = - \frac{1}{2} \sum_{\{i, j \in V_o\}} \frac{\lambda_{\mathbf{tr} i}}{\beta_z \lambda_{\mathbf{pr} i} + \gamma_z \lambda_{\mathbf{tr} i}} \mathbf{K}_{\mathbf{pr}}^T m_z - \frac{1}{2} m_z^T \nu_z^T \mathbf{diag}(\mathbf{K}_{\mathbf{tr}}) \nu_z. \quad (35)
$$

On the other hand, the gradient with respect to the variational mean and standard deviation corresponding to the spatial components $\mathbf{z}_S$ of the GEV parameters can be computed as:

$$
\nabla m_{\mathbf{z}_S} L = E_{\phi(\mathbf{y})} \left\{ \nabla m_{\mathbf{z}_S} \left[ \sum_{\{i, j \in V_o\}} \log f(x_{ij}; \xi_{Ti} + \xi_{Sj}, \zeta_{Ti}) + \zeta_{Sj}, \mu_{Ti} + \mu_{Sj}) \right] - \alpha_z \mathbf{K}_{\mathbf{y}} m_{\mathbf{z}_S} \right\}, \quad (37)
$$

and

$$
\nabla \nu_{\mathbf{z}_S} L = E_{\phi(\mathbf{y})} \left\{ \nabla \nu_{\mathbf{z}_S} \left[ \sum_{\{i, j \in V_o\}} \log f(x_{ij}; \xi_{Ti} + \xi_{Sj}, \zeta_{Ti}) + \zeta_{Sj}, \mu_{Ti} + \mu_{Sj}) \right] \otimes \mathbf{z}_S \right\} - \alpha_z \mathbf{K}_{\mathbf{y}} \nu_{\mathbf{z}_S}, \quad (38)
$$

where $\otimes$ and $\mathcal{O}$ denote componentwise product and division respectively, and $\phi(\mathbf{y}) = \prod_{i \in V_o} \phi(\xi_{Ti}, \zeta_{Ti}, \mathbf{z}_S)$. The detailed derivation is presented in Appendix A. Similarly, for the temporal components,

$$
\nabla m_{\mathbf{z}_T} L = E_{\phi(\mathbf{y})} \left\{ \nabla m_{\mathbf{z}_T} \left[ \sum_{\{i, j \in V_o\}} \log f(x_{ij}; \xi_{Ti} + \xi_{Sj}, \zeta_{Ti}) + \zeta_{Sj}, \mu_{Ti} + \mu_{Sj}) \right] - K_T m_{\mathbf{z}_T} - \left( \sum m_{\mathbf{z}_T} \right) \mathbf{1} \right\}, \quad (39)
$$

$$
\nabla \nu_{\mathbf{z}_T} L = E_{\phi(\mathbf{y})} \left\{ \nabla \nu_{\mathbf{z}_T} \left[ \sum_{\{i, j \in V_o\}} \log f(x_{ij}; \xi_{Ti} + \xi_{Sj}, \zeta_{Ti}) + \zeta_{Sj}, \mu_{Ti} + \mu_{Sj}) \right] \otimes \mathbf{z}_T \right\} - \mathbf{diag}(K_T + 11^T) \nu_{\mathbf{z}_T} + 1 \otimes \nu_{\mathbf{z}_T}. \quad (40)
$$

The gradient of the logarithm of the GEV densities in the above expressions is listed in Appendix B. Since the expectations in (37)-(40) are intractable, we approximate them stochastically using Monte Carlo integration. The resulting unbiased stochastic approximation of the gradients are called stochastic gradient. Replacing the exact gradients in (37)-(40) leads to a stochastic optimization algorithm for inferring the optimal variational parameters [32]. Concretely, in each iteration $\kappa$, we use one realization of the exact gradients, namely, we draw one sample $\tilde{\mathbf{y}}_k$ from $\phi(\mathbf{y}_k)$ and evaluate the gradients at $\tilde{\mathbf{y}}(\kappa) = \nu(\kappa) \otimes \tilde{\mathbf{y}}_k + \mathbf{m}(\kappa)$, where $\nu(\kappa)$ denotes the value of parameter $\nu$ in iteration $\kappa$. Therefore,

$$
\tilde{\nabla}_m L_{\mathbf{m} - \mathbf{m}(\kappa)} = \nabla \mathbf{y} \log p(x; \mathbf{y}) - y - \nu(\kappa); \quad (41)
$$

$$
\tilde{\nabla}_\nu L_{\nu - \nu(\kappa)} = \nabla \mathbf{y} \log p(x; \mathbf{y}) - y - \nu(\kappa) \otimes \tilde{\mathbf{y}}_k + \nu(\kappa) ; \quad (42)
$$

where $\tilde{\nabla}_m L$ and $\tilde{\nabla}_\nu L$ represent the stochastic gradients. Only the first terms on the right hand side of the above two equations are approximated stochastically, whereas the other terms can be computed in closed form. We then update all the parameters following a gradient ascent approach:

$$
\mathbf{m}(\kappa + 1) = \mathbf{m}(\kappa) + \rho(\kappa)^{\tilde{\nabla}_m L_{\mathbf{m} = \mathbf{m}(\kappa)}}, \quad (43)
$$

$$
\nu(\kappa + 1) = \nu(\kappa) + \rho(\kappa)^{\tilde{\nabla}_\nu L_{\nu = \nu(\kappa)}}, \quad (44)
$$

$$
\theta(\kappa + 1) = \theta(\kappa) + \rho(\kappa)^{\tilde{\nabla}_\theta L_{\theta = \theta(\kappa)}}, \quad (45)
$$

where $\rho(\kappa)$ is the learning rate (or step size) in iteration $\kappa$. When the learning rate schedule follows the Robbins-Monro conditions [32]:

$$
\sum_{\kappa=1}^{\infty} \rho(\kappa) = \infty, \quad \sum_{\kappa=1}^{\infty} \left( \rho(\kappa) \right)^2 < \infty, \quad (46)
$$

the stochastic optimization algorithm converges to a local maximum of $L$. Due to the noisy gradient used in each iteration, the SVI algorithm can easily escape from shallow local maxima of the complex objective function, and converges to at least a significant local maximum. The proposed algorithm can be viewed
as a stochastic variational extension of the expectation conjugate gradient algorithm proposed in [33].

The computational complexity of the SVI algorithm is now linear in \(|\mathcal{V}_O|\), where \(|\mathcal{V}_O|\) denotes the number of nodes in \(\mathcal{V}_O\), and it equals \(\mathcal{O}(D)\) when there is no missing data. As pointed out in [21], the stochastic gradient can be obtained using a mini-batch of \(M < |\mathcal{V}_O|\) factors of the joint distribution \(p(\mathbf{x}, \mathbf{y}|\theta)\) (22). The resulting computational cost can be further reduced to be sublinear. As an example, let us focus on the stochastic gradient of \(m_{z_j}\), \((j = 1, \ldots, P)\):

\[
\frac{\partial L}{\partial m_{z_j}} = \sum_{i=1}^{N} \frac{\partial \log f(x_{ij}, z_j)}{\partial z_j} \frac{\partial z_j}{\partial \xi_{T_i}} + \xi_{S_i} + \xi_{T_i} + \xi_{S_j} + \mu_{T_i} + \mu_{S_j},
\]

where \([K_S]_{j,:}\) is the \(j\)th row of matrix \(K_S\). The first term on the right hand side of the above equation can be equivalently expressed as:

\[
NE_p(i) \left[ \frac{\partial \log f(x_{ij}, z_j)}{\partial z_j} \frac{\partial z_j}{\partial \xi_{T_i}} + \xi_{S_i} + \xi_{T_i} + \xi_{S_j} + \mu_{T_i} + \mu_{S_j} \right],
\]

where \(p(i)\) is a discrete uniform distribution on the set \{1, \ldots, N\}. Thus, we randomly draw a mini-batch of \(i\) from the set, compute the corresponding partial derivatives, and approximate the expectation in (48) by the mean value of the partial derivatives. The stochastic gradients \(w.r.t\) other parameters can be computed in a similar fashion. In the most extreme case, to compute all the required stochastic gradients, we only need to draw \(M = \max(N, P)\) samples \(x_{ij}\) uniformly without replacement from \(\mathcal{V}_O\) such that all the indices \(i, j = 1, \ldots, N\) appear at least once. Then the computational complexity is only \(\mathcal{O}(\max(N, P))\). Our numerical experiments demonstrate that using a mini-batch of \(\mathcal{V}_O\) can greatly accelerate the algorithm, reducing the computational time from hours to minutes.

1) Selecting the Step Size: One challenge with stochastic optimization methods is setting the learning rate. As the parameters in our problem have completely different scales, if we use a unified step size to update all the parameters, the step size has to be small enough to tackle the smallest scale. The resulting algorithm would converge slowly. To address this concern, we exploit the ADADELTA method [34], which adaptively sets individual dynamic step size for each component of the parameter vector. Specifically, ADADELTA defines the step size as:

\[
p^\kappa = \rho_0 \sigma \sqrt{\tilde{E}[(\nabla L)^2]} + \epsilon,
\]

where \(\epsilon\) is a small constant that serves the purpose to better condition the denominator, and \(\tilde{E}[(\nabla L)^2]\) is an exponentially decaying moving average of the squared gradients which can be updated as:

\[
\tilde{E}[(\nabla L)^2]_t = \eta \tilde{E}[(\nabla L)^2]_{t-1} + (1-\eta)(\nabla L_t)^2,
\]

\(\eta\) is a small constant that serves the purpose to better condition the denominator, and \(\tilde{E}[(\nabla L)^2]_t\) is an exponentially decaying moving average of the squared gradients which can be updated as:

\[
\tilde{E}[(\nabla L)^2]_t = \eta \tilde{E}[(\nabla L)^2]_{t-1} + (1-\eta)(\nabla L_t)^2,
\]

where \((\nabla L_t)^2\) denotes componentwise square of \(\nabla L_t\).

The ADADELTA method has the nice property as in second-order methods (e.g., Newton’s method) that the progress along each dimension events out over time. On the other hand, as shown in [35, 36], the moving average of squared gradient \(\tilde{E}[(\nabla L)^2]\) is a good approximation to \(E[(\nabla L)^2]\), which can be further decomposed as:

\[
E[(\nabla L)^2] = \bar{E}[(\nabla L)^2] + V[(\nabla L)],
\]

where \(V[(\nabla L)]\) is the variance of the gradient. As a result, the step size decreases with the growing of the variance of the gradient, thus mitigating the risk of taking a large step in a wrong direction.

In our experiments, we follow [34] to set \(\eta = 0.95\) and \(\epsilon = 10^{-6}\). Additionally, we initialize \(\rho_0 = 10^{-3}\) and scale it every 1000 iterations by a factor of 0.99 in a similar manner as in [20], so as to guarantee the convergence of the algorithm.

2) Reducing the Variance of the Gradient: In order to increase the step size and improve the convergence rate, one has to design methods that can reduce the variance of the stochastic gradient. It has been demonstrated in [37]–[39], both empirically and theoretically, that utilizing a fixed-window moving average of stochastic gradients can effectively reduce the variance and highly speed up the stochastic gradient algorithm. Here, we further extend the idea and employ an exponentially decaying moving average in which the decaying rate depends on the variance of the gradient. As in [39], we only compute the moving average of the Monte Carlo approximation part of the stochastic gradient (e.g., the first terms in (37)–(40)), since other terms are deterministic values that have no influence on the variance. Specifically, let \(E_g\) denote the exact value of the first terms in (37)–(40), \(g\) the Monte Carlo approximation of \(E_g\), and \(\tilde{E}_g\) the exponentially decaying moving average. \(E_g\) can be updated as:

\[
\tilde{E}_g^{(\kappa)} = \left(1 - \frac{1}{\tau_g^{(\kappa)}}\right) E_g^{(\kappa-1)} + \frac{1}{\tau_g^{(\kappa)}} g^{(\kappa)},
\]

where \(\tau_g^{(\kappa)}\) can be viewed as the window size of the moving average in iteration \(\kappa\). We want the window size to increase when the variance is large, and to decay if the variance becomes small. Note that a good measure of the variance given the stochastic gradients in each iteration is:

\[
\omega = \frac{\sum E[(\nabla L)^2]}{\sum E[(\nabla L)^2] + \sum V[(\nabla L)]},
\]

where \(E[(\nabla L)^2]_t\) and \(E[(\nabla L)^2]_t\) are the exponentially decaying moving average of the gradient and the squared gradient respectively with the decaying rate \(\eta\) as defined in (50). It is evident that \(\omega\) grows with the inverse of the variance. Given the current measure of the variance \(\omega^{(\kappa)}\), we update the window size \(\tau_g^{(\kappa+1)}\) for the next iteration as:

\[
\tau_g^{(\kappa+1)} = (1 - \omega^{(\kappa)})\tau_g^{(\kappa)} + 1.
\]

As such, \(\tau_g \geq 1\) as the algorithm proceeds, and it changes with the variance of the gradient as desired. Interestingly, it can be observed that the length of the moving window will decrease if we take a big step (i.e., \(\nabla L\) is large and \(E[(\nabla L)]^2\) increases) in the current iteration. In this case, the gradients in the previous iterations are unreliable, and we can see that they will contribute less
to $\tilde{E}[g]$ in the next iteration according to the proposed method. Therefore, such mechanism makes $E[g]$ approximate $\tilde{E}[g]$ more accurately. Note that similar methods are applied in [35], [36] for step size selection. We find that this method works as well for variance reduction. Moreover, it is straightforward to combine the method with ADADELTA to achieve better performance. The method can be further extended to yield different $\tau_g$ for different sets of parameters, cf. [35]. Here we only compute a unified $\tau_g$ for simplicity. In our experiments, we initialize $\tau_g^{(1)} = 1$. We then replace $g^{(k)}$ by $\tilde{E}^{(k)}$ when computing the stochastic gradient in each iteration.

3) Bounding the GEV Parameters: Note that when the shape parameter $\xi_{ij} = 0$, the expression of the PDF (16) does not involve $\xi_{ij}$. In order to obtain the partial derivatives with respect to $\xi_{ij}$, we approximate it by a small value, e.g., $\xi_{ij} = 10^{-6}$, and use the PDF in (14) instead. Additionally, given an observation $x_{ij}$, the GEV parameters must satisfy the constraint $1 + \xi_{ij}(x_{ij} - \mu_{ij})/\exp(\xi_{ij}) > 0$, so as to guarantee that the log-likelihood and the corresponding gradient are well defined. However, the variational distribution $q(y)$ is defined in $\mathcal{H}$. To address this issue, we borrow the idea of Lagrangian multipliers, and extend the domain of the likelihood of the GEV parameters to $\mathcal{H}$ as follows:

$$f(x_{ij}, \xi_{ij}, \mu_{ij}) = \begin{cases} f(x_{ij}, \xi_{ij}, \mu_{ij}) & \text{if } 1 + \xi_{ij}(x_{ij} - \mu_{ij})/\exp(\xi_{ij}) > 0, \\ \exp \left( c_1 \left[ 1 + \xi_{ij}(x_{ij} - \mu_{ij})/\exp(\xi_{ij}) \right] - c_2 \right) & \text{otherwise}, \end{cases}$$

where $c_1$ and $c_2$ are sufficiently large positive constants. According to the above definition, when a sample $y$ from the variational distribution $q(y)$ fails to satisfy the constraint, the corresponding stochastic gradient will move the mean vector of $q(y)$ in the direction where the constraints can be satisfied, since in this case the gradient of $f(x_{ij})$ always points to the direction in which the value of $1 + \xi_{ij}(x_{ij} - \mu_{ij})/\exp(\xi_{ij})$ increases. Moreover, when the constraint is not satisfied, $f(x_{ij})$ is close to zero due to the large positive constant $c_2$. Therefore, the shape of the original and the extended likelihood are almost the same.

After replacing $f(x_{ij})$ with $f(x_{ij})$ in (22), the value $y^*$ that maximizes $\log \tilde{p}(x; y, \theta)$ is the same as before, as indicated by the following proposition:

**Proposition 1:** Let $y^*$ correspond to a local maximum of $\log \tilde{p}(x; y, \theta)$. If the positive constant $c_1$ is sufficiently large, then $y^*$ satisfies the constraint $1 + \xi_{ij}(x_{ij} - \mu_{ij})/\exp(\xi_{ij}) > 0$, for all $(i, j) \in \mathcal{V}_D$, and $\log \tilde{p}(x; y, \theta)$ also attains a local maximum at $y^*$.

**Proof:** See Appendix C. □

As a result, we can safely replace $\log p(x; y, \theta)$ with $\log \tilde{p}(x; y, \theta)$ during the learning process. Although the exact value of $c_1$ cannot be predicted in advance, we find that $c_1 = 10^{10}$ is sufficiently large in our experiments. We summarize the overall algorithm in Table I.

### TABLE I

**STOCHASTIC VARIATIONAL INFERENCE OF THE SPATIO-TEMPORAL MODEL**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Draw one sample $\tilde{y}^{(k)}$ from the multivariate Gaussian distribution $\mathcal{N}(y, m, \nu \theta^{(k)}); C^{(k)}(\theta^{(k)})^T $:</td>
</tr>
<tr>
<td>2</td>
<td>Compute the gradient w.r.t. the smoothness parameters $\nabla_\theta L</td>
</tr>
<tr>
<td>3</td>
<td>Compute the moving average the first terms of the above two equations to reduce the variance of the stochastic gradients, as described in Section IV-A2.</td>
</tr>
<tr>
<td>4</td>
<td>Set the componentwise step size $\rho^{(k)}$ as described in Section IV-A1.</td>
</tr>
<tr>
<td>5</td>
<td>Update $m, \nu, \theta$ as follows:</td>
</tr>
</tbody>
</table>

$$m^{(k+1)} = m^{(k)} + \rho^{(k)} \nabla_m L|_{m=m^{(k)}},$$

$$\nu^{(k+1)} = \nu^{(k)} + \rho^{(k)} \nabla_\nu L|_{\nu=\nu^{(k)}},$$

$$\theta^{(k+1)} = \theta^{(k)} + \rho^{(k)} \nabla_\theta L|_{\theta=\theta^{(k)}}.$$
considering the temporal variation) [5], [6], a temporal model (TM; without considering the spatial variation) [7], and a model with the same shape and scale parameter for all locations and time points (SSSM) [9]. The proposed SVI algorithm is employed to learn the parameters of all four models. We compare the four models using the deviance information criterion (DIC) [17]:

\[
\text{DIC} = \hat{D} + p, 
\]

The first term is defined as the posterior expectation of the deviance:

\[
\hat{D} = E_q(y_i | -2 \log p(x_i | y_i)). 
\]

It can be regarded as a Bayesian measure of model fit, which attains smaller values for better models. The second term measures the model complexity by the effective number of parameters:

\[
p = E_q(y_i | -2 \log p(x_i | y_i) + 2 \log p(x | E_q(y_i | y_i)). 
\]

The DIC is a hierarchical model generalization of the Akaike information criterion and the Bayesian information criterion, and it is particularly useful in Bayesian model selection problems [12], [13], [16]. In addition, for synthetic data, we compute mean squared error (MSE) between the estimated GEV parameter and the ground truth for both observed time series and future GEV distributions in the next year. For real data, we assess the predictive performance by evaluating the averaged absolute fractional prediction errors (AAFPE) [15]. More concretely, let \( \hat{x}_{N+i,j} \) be the median of the estimated future GEV distribution at time instant \( N + i \) and location \( j \). Then, the AAFPE is given by [15]:

\[
\text{AAFPE} = \frac{1}{N_P} \sum_{i=1}^{N_T} \sum_{j=1}^{P} \frac{\hat{x}_{N+i,j} - x_{N+i,j}}{x_{N+i,j}}, 
\]

where \( x_{N+i,j} \) is the observed block maximum at time point \( N + i \) and location \( j \), and \( \| \cdot \| \) denotes the absolute value.

### A. Synthetic Data

We generate synthetic data by first specifying the GEV parameters in the spatio-temporal domain and then drawing one single sample at each location and time instant. The GEV parameters are defined as quadratic Legendre polynomials of the latitude and longitude of the measuring stations. We then specify the temporal variation by means of trigonometric functions with period \( \pi = 12 \). Finally, we add an overall polynomial trend to the GEV parameters across time. Concretely, we consider 256 sites arranged on a \( 16 \times 16 \) regular lattice with 360 monthly maximum observations for each site. We use the data of the first 348 months to learn the model, and retain the rest 12-month data to test the prediction algorithm. Therefore, \( D = 89,088 \) in this case.

We first explore how the performance of the SVI algorithm changes when using a smaller mini-batch of samples from \( V_D \) to compute the stochastic gradient. Concretely, we use 1%, 2%, 5%, 10%, 30%, 50%, 70%, and 90% of all the samples sequentially. We show how the spatial component of a randomly selected scale parameter \( \xi_{ij} \) varies as the algorithm proceeds in Fig. 3. Other related information, such as the accuracy of estimation, the computational time, and the total number of iterations, is listed in Table II. It can be seen that the SVI algorithm converges to the same optimal point regardless of the size of the mini-batch. More importantly, although gradients resulting from a very small minibatch (i.e., 1% and 2%) are very noisy and therefore it takes more iterations before the algorithm can converge, the small computational complexity in each iteration successfully shortens the overall computational time, from hours to minutes. Therefore, unless otherwise stated, we only use 1% of observations to compute the stochastic gradient in the following simulations.

Next, we compare the proposed SVI algorithm with Gibbs sampling to investigate how well the variational distribution can approximate the simulated true posterior distribution. The Gibbs sampling procedure is outlined in Appendix D. Similar methods are employed in [8]. Here, we draw 500,000 samples. We discard the first 5000 samples as burn-in iterations, and further thin the rest samples by a factor 20. We depict in Fig. 4 the estimated distributions of randomly selected spatial and temporal components of GEV parameters resulting from the two methods. As
Fig. 4. Comparison the results from the MCMC method and the SVI method: the distribution of the spatial component of a shape (a), a scale (b), and a location parameter (c) and the distribution of the temporal component of a shape (d), a scale (e), and a location parameter (f).

Fig. 5. Estimates of scale parameter $\sigma$ across all sites at one time point. (a) True value. (b) SM. (c) TM. (d) SSSM. (e) STM.

Fig. 6. Estimates of location parameter $\mu$ across all sites at one time point. (a) True value. (b) SM. (c) TM. (d) SSSM. (e) STM.

shown in the figure, although the variances of the variational distributions are less consistent with those of the simulated posterior distributions, the mean values are almost identical. Indeed, the MSE between the mean value of the Gibbs samples and the ground truth for the three GEV parameters ($\xi, \zeta, \mu$) is $2.87 \times 10^{-4}$, $1.45 \times 10^{-3}$ and $1.10 \times 10^{-1}$ respectively, while the corresponding MSE for the SVI algorithm is $6.08 \times 10^{-4}$, $1.98 \times 10^{-3}$, and $1.24 \times 10^{-1}$ respectively (see Table II), indicating that the SVI algorithm performs comparably with the Gibbs sampling algorithm in terms of MSE. However, it takes $4.09 \times 10^5$ seconds to generate all the Gibbs samples, whereas the SVI algorithm only runs for $4.93 \times 10^2$ seconds. The computational time of the proposed SVI algorithm is three orders of magnitude shorter than that of the Gibbs sampling.

Now we compare the proposed model with three other models, including a SM, a TM, and a SSSM. The results are summarized in Fig. 5 to Fig. 7 and in Table III. Specifically, Figs. 5 and 6 shows the estimated scale and location parameters
Fig. 7. Estimates of GEV parameters across time: (a) estimates of scale parameter $\sigma$ across time; (b) estimates of location parameter $\mu$ across time.

Table III

<table>
<thead>
<tr>
<th>Models</th>
<th>MSE (observed)</th>
<th>MSE (estimated)</th>
<th>DIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\xi$</td>
<td>$\zeta$</td>
<td>$\rho$</td>
</tr>
<tr>
<td>SM</td>
<td>$1.68 \times 10^{-2}$</td>
<td>$3.95 \times 10^{-3}$</td>
<td>$6.24 \times 10^{-3}$</td>
</tr>
<tr>
<td>TM</td>
<td>$2.79 \times 10^{-2}$</td>
<td>$5.23 \times 10^{-3}$</td>
<td>$5.22 \times 10^{-3}$</td>
</tr>
<tr>
<td>SSSM</td>
<td>$3.88 \times 10^{-2}$</td>
<td>$6.43 \times 10^{-3}$</td>
<td>$6.25 \times 10^{-3}$</td>
</tr>
<tr>
<td>STM</td>
<td>$6.88 \times 10^{-2}$</td>
<td>$1.24 \times 10^{-3}$</td>
<td>$6.93 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

respectively across space resulting from the four models, while Table III lists the DIC scores, and the MSE for the estimated GEV parameters with respect to the observed monthly maxima as well as for the predicted GEV parameters in the next year.

As shown in Table III, the proposed STM outshines the competing models in terms of the MSE and the DIC score, and also provides a reliable tool to forecast the GEV distributions in the future. Moreover, we can observe from Figs. 5(e), 6(e), and Fig. 7 that the STM yields estimates that closely follow the true temporal and spatial pattern. By contrast, the SM mistakenly ignores the temporal variation (see Fig. 7), and yields biased estimates of the scale and location parameters across space at the randomly selected time instant (see Figs. 5(b) and 6(b)). Similarly, the TM fails to explain the spatial variation of the GEV parameters (see Figs. 5(c) and 6(c)), while wrongly estimating the location and scale parameters in time domain (see Fig. 7). In addition, since the location parameters are assumed to be the same across time and space respectively in the SM and the TM, the observations are more different from the corresponding location parameters in these two models than in other models. In order to capture such large deviance from the location parameters, the scale parameters are overestimated, as demonstrated in Figs. 5 and 7(a). The SSSM, on the other hand, performs better than the above mentioned two models when describing the spatio-temporal dependence among the location parameters. Unfortunately, the assumption that the shape and scale parameters are constant seriously limits the modeling power, and therefore, the resulting DIC score is larger than that of the STM. In addition, the assumption influences the estimation of the location parameters as well. As a consequence, the corresponding
estimates are less accurate than that of the STM, which can be seen from Figs. 6(d), 7, and Table III. In summary, we can conclude that it is essential to consider the spatio-temporal variation for all the three GEV parameters when modeling the synthetic data at hand.

In order to further compare the four models, we generate another three synthetic data sets, respectively simulated from the three benchmark models. The GEV parameters are predefined in the same way as before. There are still 256 sites allocated on a 16×16 lattice with 348 monthly maxima observed at each site. Our objective is to show that the proposed model performs as well as the other models, even for data generated by these three models. We summarize the results in Table IV. It is evident that the proposed STM can flexibly handle different types of data, and achieves comparable performance to the underlying true model. The SSSM performs the second best, probably because the varying location parameters are able to capture most of the variation in the data, but not as good as the STM in terms of the MSE and the DIC score. The SM and the TM, however, only yield good results when the data are simulated from these models. From all these results, it becomes clear that the proposed STM is a flexible model with an efficient learning procedure.

Finally, we investigate whether the proposed SVI algorithm can yield accurate estimates of GEV parameters when observations are missing at random. Here, we use the first data set whose GEV parameters vary across both space and time. In this case, |V_O| < D. Fig. 8 shows the MSE for each GEV parameter and for the observed variables (i,j) ∈ V_O and the unobserved ones (i,j) /∈ V_O, respectively as a function of the percentage of missing variables across 100 trials. We can see that the MSE increases with the number of unmonitored sites and time points, in agreement with our expectation. However, the MSE is still small even when only 10% variables are observed. In conclusion, the proposed model is applicable to cases with missing data.

B. Real Data

1) Nigeria Precipitation Data: We now consider the extreme precipitation in South Nigeria. The daily rainfall data available at measuring stations from 1979–2005 is interpolated onto a grid with resolution 0.1° in [43]. We choose 256 sites arranged on a 16×16 lattice, and extract the monthly maxima for each site. We fit the four models (i.e., the SM, the TM, the SSSM, and the
STM) to the first 26-year data, and retain the monthly maxima in 2005 to check the predictive performance.

We first conduct an exploratory study on the data. Fig. 9 illustrates the non-stationarity of the data across space and time. We can see that the distribution of monthly maximum rainfall amount varies significantly more across time than across space. Additionally, Fig. 10 shows that there exists strong spatial association in monthly maximum rainfall amount for pairs of nearby sites, but less strong dependence for pairs of sites situated at opposite points of the lattice. This indicates that the GEV distributions, or equivalently the GEV parameters, are similar at nearby sites.

We next estimate parameters of the four models using the SVI algorithm described in Section IV. The DIC scores of the four models are respectively $7.67 \times 10^5$, $5.61 \times 10^5$, $6.24 \times 10^5$, and $5.52 \times 10^5$. It is obvious that the proposed STM fits the data the best. We further combine the estimated shape parameters of all 26 years given by the STM and depict in Fig. 11 the distribution of shape parameters for different months at the same site as in Fig. 9(b). It can be seen that shape parameters tend to be larger than zero (i.e., the extreme values follow Fréchet distributions) only in January, February, July, August, and December, which happen to be the months with heavy-tailed distributions in Fig. 9(b). The remaining months are more likely to have distributions with bounded upper tails. As different months exhibit different tail behaviors, it is improper to assume that the shape parameter is constant across time. This results in the relatively large DIC score of the SSSM in comparison with the STM. Moreover, since there is less heterogeneity across space than across time as demonstrated in Fig. 9, the TM that ignores the spatial variation performs the second best. The spatial model, however, cannot capture the temporal non-stationarity well, leading to the worst fitting. On the other hand, the AAFPEs for the four models are 1.35 (SM), 0.83 (TM), 0.80 (SSSM), and 0.77 (STM). The proposed model attains the smallest prediction error, suggesting that it can forecast extreme-value distributions in the future more reliably.

2) Japan Precipitation Data: We next analyze a real data set of the monthly maximum rainfall amount in Japan. The daily rainfall data from 1900–2011 is compiled and interpolated onto a grid with resolution 0.05° [42]. We select one $32 \times 32$ regular grid in central Japan, where heavy rainfall is often the cause of floods. Once again, we extract the monthly maxima from 1900 to 2009 to learn the model and hold out the data in 2010 to 2011 for validation purpose. Note that the number of dimensions in this case is $D = 1024 \text{ sites} \times 110 \text{ years} \times 12 \text{ months} = 1,351,680$. The computational time of the proposed SVI algorithm for such large-scale data is only $2.22 \times 10^4$ seconds. Similar to the results of the Nigeria data, the DIC scores of the four models are $1.22 \times 10^7$ (SM), $1.18 \times 10^7$ (TM), $1.07 \times 10^7$ (SSSM), and $1.61 \times 10^7$ (STM) respectively, while the AAFPEs are 2.07, 2.02, 1.72, 1.68. Hence, the proposed STM achieves the best performance.

VI. CONCLUSION

In this paper, a novel statistical model is proposed to describe spatio-temporal extreme-value data. Such data are modeled by GEV distributions. The proposed model allows all the three GEV parameters (shape, location, and scale) to change in the spatio-temporal domain, thus characterizing the spatial and temporal dependence in a flexible manner. More explicitly, we assume each GEV parameter can be decomposed as the sum of a spatial and a temporal component, as in a generalized additive model. Graphical models, particularly, thin-plate models, are then imposed on the spatial and the temporal components to capture the spatial and temporal dependence. A stochastic variational inference algorithm is developed to learn the model parameters. Due to the stochastic nature of the algorithm, the computational complexity is sublinear in the number of variables. Thus, as demonstrated in the numerical experiments, the model can handle thousands or even millions of variables in the spatio-temporal domain. Results of both synthetic and real data show that the proposed model can recover the underlying spatio-temporal pattern in an automated manner, given one single observation at each site and time point. Furthermore, it can reliably predict distributions of extreme events in the future.

It is noteworthy that the proposed model can also be easily extended to analyze extreme events with multiple covariates [19], [28]. In future work, we would like to accommodate the covariates of extreme events, and compare the proposed model with existing models. Another interesting direction is to employ graphical models to further capture the dependence between extreme values rather than the GEV parameters [45], [46], which
may assist in prediction of the extreme events in the future. Additionally, it is possible to replace the marginal GEV distributions by other distribution families and then apply the model to other types of data. Finally, we will explore multiscale graphical models [47] to capture temporal dependence, since such models are able to model long-range dependence. Therefore, they may yield more reliable long-term predictions.

APPENDIX A
DERIVATION OF THE GRADIENTS

The gradient of the lower bound $L$ with respect to the variational parameters $m_{z_x}$ and $\nu_{z_x}$ can be derived as follows:

$$\nabla_{m_{z_x}} L - \nabla_{\nu_{z_x}} \left\{ E_{\phi(y_{z_x})} \left[ \log p(z_{C_y} + m_{z_x}) + E_{\phi(z_{S_x})} \log p(z_S | z_x) \right] \right\} - E_{\phi(y_{z_x})} \left\{ \sum_{\{i,j\} \in \mathcal{V}_0} \log f(x_{ij} | \xi_{T_i} + \xi_{S_j}, \zeta_{T_i} + \zeta_{S_j}, \mu_{T_i} + \mu_{S_j}) \right. \\
+ \frac{\mu_{S_j}}{\zeta_{S_j}} \cdot \nabla_{\nu_{z_x}} z_{S_j} \} - a_z K_S m_{z_S}$$

$$= E_{\phi(y_{z_x})} \left\{ \sum_{\{i,j\} \in \mathcal{V}_0} \log f(x_{ij} | \xi_{T_i} + \xi_{S_j}, \zeta_{T_i} + \zeta_{S_j}, \mu_{T_i} + \mu_{S_j}) \right. \\
+ \frac{\mu_{S_j}}{\zeta_{S_j}} \cdot \nabla_{\nu_{z_x}} z_{S_j} \} - a_z \text{diag}(K_S) \nu_{z_S} + 12 \nu_{z_S}$$

Note that $\phi(y_x) = \prod_{z \in \{\xi, \zeta, \mu\}} \phi(z_{S_x}) \phi(z_{T_x})$.

APPENDIX B
PARTIAL DERIVATIVES OF THE LOGARITHM OF GEV DENSITIES

The logarithm of the PDF of a GEV distribution can be written as:

$$\log f(x_{ij} | \xi_{T_i} + \xi_{S_j}, \zeta_{T_i} + \zeta_{S_j}, \mu_{T_i} + \mu_{S_j})$$

$$= -\xi_{ij} - \left( \frac{1}{\xi_{ij}} + 1 \right) \log \left[ 1 + \xi_{ij} \left( \frac{x_{ij} - \mu_{ij}}{\exp(\zeta_{ij})} \right) \right]$$

$$- \left[ 1 + \xi_{ij} \left( \frac{x_{ij} - \mu_{ij}}{\exp(\zeta_{ij})} \right) \right]^{-\xi_{ij}}$$

where $\xi_{ij} = \xi_{T_i} + \xi_{S_j}, \zeta_{ij} = \zeta_{T_i} + \zeta_{S_j},$ and $\mu_{ij} = \mu_{T_i} + \mu_{S_j}$. As a result, the partial derivatives can be computed as:

$$\frac{\partial \log f(x_{ij})}{\partial \xi_{ij}} = \frac{1}{\xi_{ij}} \log \left[ 1 + \xi_{ij} \left( \frac{x_{ij} - \mu_{ij}}{\exp(\zeta_{ij})} \right) \right]$$

$$- \left[ 1 + \xi_{ij} \left( \frac{x_{ij} - \mu_{ij}}{\exp(\zeta_{ij})} \right) \right]^{-\xi_{ij}} \cdot \frac{\frac{x_{ij} - \mu_{ij}}{\exp(\zeta_{ij})}}{\exp(\zeta_{ij})}$$

$$\frac{\partial \log f(x_{ij})}{\partial \zeta_{ij}} = \frac{1}{\xi_{ij}} \left[ 1 + \xi_{ij} \left( \frac{x_{ij} - \mu_{ij}}{\exp(\zeta_{ij})} \right) \right]^{-\xi_{ij}} \cdot \frac{\frac{x_{ij} - \mu_{ij}}{\exp(\zeta_{ij})}}{\exp(\zeta_{ij})}$$

APPENDIX C
PROOF OF PROPOSITION 1

We can prove Proposition 1 via contradiction. Let $a_{ij} = 1 + \xi_{ij} (x_{ij} - \mu_{ij}) / \exp(\zeta_{ij})$.

Suppose that there is a local maximizer $\hat{y} \in \text{argmax} \left\{ \log \tilde{p}(x, y | \theta) \right\}$ that breaks the constraints that $a_{ij} > 0$ for all $\{i, j\} \in \mathcal{V}_0$. According to the definition in (55), $\forall \{i, j\} \in \mathcal{V}_0$,

$$\hat{f}(x_{ij} | \xi_{ij}, \zeta_{ij}, \mu_{ij}) = \exp \left\{ c_1 \left[ 1 + \xi_{ij} \left( \frac{x_{ij} - \mu_{ij}}{\exp(\zeta_{ij})} \right) \right] - c_2 \right\}$$

Thus, we can obtain:

$$\frac{\partial \log \hat{f}(x_{ij})}{\partial \xi_{ij}} = \frac{\partial \log \hat{f}(x_{ij})}{\partial \xi_{ij}} = \frac{\partial \log \hat{f}(x_{ij})}{\partial a_{ij}} \frac{\partial a_{ij}}{\partial \xi_{ij}} = c_1 \frac{\partial a_{ij}}{\partial \xi_{ij}},$$

where $z \in \{\xi, \zeta, \mu\}$. For scale parameters $\zeta_{ij}$, it follows from the inequality $1 + \xi_{ij} (x_{ij} - \mu_{ij}) / \exp(\zeta_{ij}) \leq 0$ that

$$\frac{\partial a_{ij}}{\partial \zeta_{ij}} = -\xi_{ij} \left( \frac{x_{ij} - \mu_{ij}}{\exp(\zeta_{ij})} \right) \geq 0.$$ 

Therefore,

$$\frac{\partial \log \hat{f}(x_{ij})}{\partial \xi_{ij}} = \frac{\partial \log \hat{f}(x_{ij})}{\partial \xi_{ij}} = c_1 \frac{\partial a_{ij}}{\partial \xi_{ij}} \geq c_1.$$
As a result, if \( c_1 \) is sufficiently large, for example,
\[
c_1 > \left[ (K_T + 11^T) \hat{\zeta}_T \right]_i - \sum_{\{j : (i, j) \in \nu \}} \frac{\partial \log f_{ij}}{\partial \hat{\zeta}_{ij}} (K_T + 11^T) \hat{\zeta}_T, 
\]
for each \( i \in \{i : (i, j) \in \nu \} \), then
\[
\frac{\partial \log \hat{p}(x, y, \theta)}{\partial \hat{\zeta}_{Ti}} = -c_i \sum_{\{j : (i, j) \in \nu \}} \frac{\partial \alpha_{ij}}{\partial \hat{\zeta}_{ij}} + \sum_{\{j : (i, j) \in \nu \}} \frac{\partial \log f_{ij}}{\partial \hat{\zeta}_{ij}} 
\]
\[
- \left( (K_T + 11^T) \hat{\zeta}_T \right)_i 
\]
\[
\geq c_i + \sum_{\{j : (i, j) \in \nu \}} \frac{\partial \log f_{ij}}{\partial \hat{\zeta}_{ij}} 
\]
\[
- \left( (K_T + 11^T) \hat{\zeta}_T \right)_i > 0. 
\]

The above inequality contradicts the assumption that \( \hat{y} \) is a local maximizer of \( \hat{p}(x, y, \theta) \). Therefore, \( \hat{y} \) can be a maximum of \( \log \hat{p}(x, y, \theta) \) only if it satisfies the constraint that \( \alpha_{ij} > 0 \) for all \( (i, j) \in \nu \). Furthermore, if the constraint is satisfied, then \( \hat{f}(x_{ij}) = f(x_{ij}) \) for all \( (i, j) \in \nu \), and therefore,
\[
\log p(x, y, \theta) = \log p(x, y, \theta). 
\]
As a result, a local maximizer of \( \log p(x, y, \theta) \) is also a local maximizer of \( \log p(x, y, \theta) \).

APPENDIX D
GIBBS SAMPLING METHOD TO LEARN THE SPATIO-TEMPORAL MODEL

In order to employ Gibbs sampling, we construct a full Bayesian model here by imposing Gamma priors on the smoothness parameters. More specifically, we set the shape and rate parameters \((a, b)\) of the Gamma priors to be very small (i.e., \(10^{-5}\)) such that the priors are non-informative. The detailed steps of the Gibbs sampling algorithm are as follows:

1) Updating the spatial components of GEV parameters at each site

Each component of \( z_{S} = [z_{S}]^T \) is updated individually via the Metropolis-Hastings (MH) algorithm. Let us take a location parameter \( \mu_{Sj} \) as an example. In iteration \( \kappa \), we first generate a proposal \( \mu_{Sj}^{(p)} \) from a Gaussian distribution with mean value \( \mu_{Sj}^{(\kappa-1)} \), and then compute the acceptance probability:
\[
r = \min(1, \alpha),
\]
where \( \alpha \) is a ratio between GEV likelihoods times the thin-plate model likelihood when \( \mu_{Sj}^{(\kappa)} = \mu_{Sj}^{(p)} \) and when \( \mu_{Sj}^{(\kappa)} = \mu_{Sj}^{(\kappa-1)} \). Note that other parameters are set to their most recent values. With probability \( r, \mu_{Sj}^{(\kappa)} \) is set to \( \mu_{Sj}^{(p)} \); otherwise it remains at \( \mu_{Sj}^{(\kappa-1)} \). The spatial components of the scale and shape parameters are updated similarly.

2) Updating the temporal components of GEV parameters at each site

Each component of \( z_T = [z_T]^T \) is updated singly in a similar vein as in the previous step.

3) Updating the smoothness parameters \( \alpha_z \)

The conditional distribution of \( \alpha_z \) conditioned on other parameters has a closed form, that is, a Gamma distribution \( \Gamma(\alpha_z; a + (P - 1)/2, b + \Delta S K_S z_S/2) \). We therefore draw one sample from this distribution and set \( \alpha_z^{(\kappa)} \) to the value of this sample.

4) Updating the smoothness parameters \( \beta_z \) and \( \gamma_z \)

We update \( \beta_z \) and \( \gamma_z \) using the MH approach since the Gamma priors are not conjugate to the likelihood of \( \beta_z \) and \( \gamma_z \). Here, we specify the proposal distributions as Gamma distributions. Due to its asymmetry, we need the Hastings correction when computing the ratio.
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