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Abstract—The role of smartphones in traffic applications is typically limited to front end interface. Although smartphones have significant computational resources, which are most likely to increase further in the near future, most of the computations are still performed on servers. In this paper, we study the computational performance of centralized, decentralized and hybrid architectures for Intelligent Transportation Systems applications. We test these architectures on various Android devices. For implementation, we consider Android Software Development Kit (SDK) and Android Native Development Kit (NDK). Numerical results show that recent smartphones take less than one second to estimate the speed for each road segment in a network of 10,000 links from speed measurements at 1,000 links. The proposed decentralized architecture significantly reduces the overhead of the communication network and paves the way for new cooperative traffic applications and operations.

Index Terms—Android applications, NDK, Low-dimensional models, speed estimation, traffic prediction.

I. INTRODUCTION

Smartphones currently play a vital role in everyday traffic management operations. Being equipped with global positioning system (GPS) and Internet access, mobile phones are frequently used to collect location and (instantaneous) speed of vehicles [1]. Internal sensors of smartphones such as accelerometers and GPS devices can further provide information about the behavior of drivers and the road conditions [2]. High penetration rate and powerful visualization capabilities of smartphones facilitate delivery of valuable traffic information to the end users (e.g., drivers) [3]. In most traffic applications, all of the computational operations are performed on servers, while the role of smartphones is often restricted as a front end interface. We refer to this as centralized (or traditional) system architecture. Although a typical smartphone possesses significant computational resources, which are most likely to increase in the future, this potential has hardly been explored in traffic applications. The only exceptions are a few safety related applications [4] where all the computations are internally performed with the help of native programming languages.

In this paper, we explore how traffic speed estimation and prediction, and travel time prediction can be implemented in a decentralized manner on smartphones, as opposed to a centralized server. Although this method can be applied to many other different domains, we focus on ITS applications. We use a column based (CX) matrix decomposition method to allocate certain computations from the server to the smartphones. The CX method approximates any arbitrary matrix as a product of a subset of its columns and an extrapolation matrix. The extrapolation matrix contains the relationship functions (coefficients) that expresses every column of the matrix in terms of the basis provided by a small subset of the original columns. The extrapolation matrix is inferred from the training data set, for a given subset of columns. This subset of the columns can be selected according to different criteria [5]. The CX method has proven to be efficient in traffic networks since traffic parameters (e.g., speed, volume) across different roads tend to be related [6]. The CX method has been deployed for applications of compression, estimation and prediction where the traffic conditions in the entire network (represented as a matrix) are assessed using the information from a few road segments (columns of the matrix) [7]. However, this method has previously not been deployed and systematically tested in an Android environment.

For the purpose of the study, we have developed an Android app that aims to assess the traffic conditions of the entire network from the data of a subset of the road segments. The developed app estimates the traffic conditions in the entire network through vector-matrix multiplications where: (i) the row vector contains the traffic data (e.g., speed) for a subset of the links; (ii) the extrapolation matrix (or relationship matrix) encompasses relationship functions between this subset of the links (defined in (i)) and the entire network [7]. The extrapolation matrix can be pre-computed on the server and stored in the phone memory. In this case, the server sends the traffic data for the predefined subset of the links to the smartphones where the extrapolation is performed. We refer to this as the Decentralized Non-Adaptive (D-NA) mode of operations. The D-NA architecture aims to reduce the overhead of the communication network since only the subset of the predefined links is explicitly monitored.

In the D-NA mode of operations, we assume that traffic data, for the predefined subset of road segments, will be
available during all time instances. However, this may not be a reasonable assumption due to malfunctions of fixed sensors and the nature of mobile sensors (e.g., probe vehicles) [8]. In such cases, we can still use the server to collect data from a subset of available sensors and send it to the smartphone. Then, the smartphone can compute the corresponding extrapolation matrix for the obtained data and use it to perform network extrapolation. We refer to this as the Decentralized ADeptive (D-AD) mode of operations. The proposed D-AD architecture is a stepping stone toward cooperative (or server-free) mode of operations, since information about traffic conditions may be provided directly by other probes.

We use the decentralized modes of operations for other application domains, beyond estimation, such as traffic and travel time predictions. In these applications, the server performs traffic prediction for a subset of the links and sends the predicted data to the smartphone where the extrapolation is performed. Similar to the application of network estimation, we can also compute the relationship matrix on the server (D-NA mode) or the smartphones (D-AD mode). With the help of the relationship matrix, the smartphone app can compute the future conditions for the entire network and different prediction horizons. This information can then be used for travel time calculations of potential routes. For each road segment of these routes, the algorithm estimates when the driver will be traveling through it, and chooses the prediction horizon accordingly. Then, the smartphone infers the link travel time by dividing the predicted traffic speed by the length of the segment. Finally, the smartphone computes the total travel time as a sum of the link travel times.

We evaluate the execution time of the decentralized architecture for different Android platforms and smartphone devices using traffic data from the Singapore network. For development platforms, we consider the commonly used native development kit (NDK) and software development kit (SDK). We also consider different generations of smartphone devices, and we evaluate the performance of different smartphones with the help of the Android emulator [9]. We measure the execution time of the app by inserting monitoring functions into the Android operating system. Since the execution time depends upon the size of the underlying network, we assess the app performance in three test network comprising 2,156 (highway network), 5,000 and 10,000 links.

Our experiments show that the proposed modes of operations represent promising alternatives to the commonly used centralized framework. Decentralized mode of operations can be efficiently deployed if the development platform of the traffic app relies on native development kit (NDK) platform where the physically complex operations are coded in native languages. In particular, the NDK development platform outperforms the traditional software development kit platform (SDK) by 93-95% in the case of the complex problems. Furthermore, the NDK execution time of the app is highly acceptable for all tested modes of operations, even in the case of large traffic networks. The experimental results also show that memory requirements of the traffic app are satisfactory in most of the tested cases.

Nowadays, traffic applications are increasingly relying on various sensors to collect data about mobility conditions. These applications then use these large data sets to improve user’s mobility experience. The centralized architecture, however, can potentially become a bottleneck in terms of scalability, connectivity and service delivery, in the future. At the same time, smartphones offer great untapped potential to explore decentralized and hybrid architectures for traffic related applications. These architectures can also prove useful for device-to-device communication and vehicle-to-vehicle communications. In this study, we consider the problem of traffic state estimation in the context of above mentioned architectures. Our main contributions in this regard are as follows: We investigate a decentralized approach to traffic estimation and prediction, implemented on smartphones. We also discuss the choice of different development platforms for Android OS for traffic related applications.

The rest of the paper is structured as follows. In Section II we briefly review the relevant literature. In Section III we introduce the low-dimensional traffic models and explain how we deploy them on smartphones for applications of traffic estimation and prediction, and travel time prediction. In Section IV we explain the different modes of operations and programming models that we use to test our app. In Section V we explain the tested scenarios and describe the analyzed data sets in this paper. In Section VI we provide and discuss results of our experiments. In Section VII we summarize our contributions and propose topics for future work.

II. RELATED WORK

In this paper, we explore the computational capabilities of smartphones for different modes of operations and traffic applications. Being equipped with smart sensors and high visualization capabilities, smartphones have found many applications in the domain of intelligent transportation systems (ITS) [1], [2], [10]–[18]. Numerous smart sensors such as GPS, manometers, barometers etc., have been used to detect the speed, location and activity of the travelers, mode of the transportation and user (driver) behavior [1], [2], [10]–[14]. Conversely, smartphones are frequently seen as a convenient way to deliver real-time traffic information to the travelers. This information encompasses current and future traffic conditions, relevant transit information, as well as step-by-step guidance from origin to the destination [15]–[18]. In these studies, traffic apps often deal with the computationally light operations in a centralized framework and typically do not use all available CPU resources. Although smartphones possess significant computational power nowadays, these resources, to our best knowledge, have not been evaluated for computationally intensive traffic applications.

Development of traffic (and other Android) applications is typically done in the Java programming language with the help of Android Software Development Kit (SDK), third party libraries, and other useful tools [19]. The SDK platform is “easy-programmable”, portable, and supported by most Android features such as services and content providers [20]. Unlike the SDK, the Native Development Kit (NDK) platform uses C/C++ libraries for computation components of the intensive smartphone applications such as video games, image
processing applications, etc. [20], [21]. Recent studies on the Android platform show that applications written in C/C++ achieve better performance than those in Java [20]–[22]. These benefits of using native languages vary across the applications and underlying architecture of the devices [20]–[22]. If only the front-end of the application is implemented on the mobile device (such as in [1], [2], [10]–[18]), then the improvement in performance may not be that significant [20]–[22]. For the intensive smartphone applications, this improvement might be significant [20]–[22]. Although the NDK development platform may yield a significant improvement in performance, it is still not clear whether it is sufficient for the ITS platform may yield a significant improvement in performance, it is still not clear whether it is sufficient for the ITS applications at hand. To answer this question, one needs to explore whether network extrapolation can be executed on a smartphone. We propose to store the extrapolation matrix in the phone memory and use it to perform extrapolation once the traffic data (for given subset of the links) is fetched from the server. We refer to this as the Decentralized Non-Adaptive (D-NA) method since the relationship matrix is pre-computed on the server in an offline manner.

The D-NA method assumes that traffic data for the predefined subset of the links in the network is available all the time (see Fig. 1b). However, this may not be a reasonable assumption since the traffic sensors are prone to faulty operations and damages (see Fig. 1c) [8]. One alternative is to use the server to re-compute the extrapolation matrix for the available subset of the links (see green circles in Fig. 1c) and send it to the smartphone. However, this is not a feasible solution since the relationship matrix has to be transmitted for each new subset of the explicitly observed links. Another alternative is to re-compute the appropriate extrapolation matrix $\hat{X}_c$ on the smartphone as:

$$X_c = C^+A_c,$$

where $C^+$ contains the historical traffic information for the subset of any $c$, locations where the traffic data is currently available (see green circles in Fig. 1c). In this case, the historical traffic data for the entire network, given as matrix $A_c$, has to be stored in the phone memory, as part of the smartphone app (see (4)). Finally, we estimate the traffic conditions of the entire network as $\hat{\alpha}_c^j = c^jX_c$. We refer to this as the Decentralized ADaptive (D-AD) scenario since the relationship matrix is calculated in an adaptive manner, using the smartphone resources.

We deploy the proposed method for the more realistic scenario where only up-to-date traffic estimates of several potential routes are provided. We estimate the current traffic conditions of only these links $(j = 1, 2, ..., L)$ that lie along the potential routes, as follows:

$$\hat{\alpha}_j = c^jX_j, \quad \forall j = 1, ... L,$$

where $x_j$ is $j^\text{th}$ column of the relationship matrix $X$. In this case, the list of L segments has to be either stored in the phone memory (for the commonly used routes by a user) or obtained from the server. The approach (5) can be deployed within any of the described decentralized modes of operations.

It is noteworthy that $c$ (in D-NA case) and $c_i$ (in D-AD case) are subsets of $\hat{\alpha}$ and this helps to reduce the computational load of the matrix multiplication as follows. Let us assume that $c_j \in \{1, 2, ..., c\}$ is $j^\text{th}$ element of $c$ and $\ell^\text{th}$ element $(\ell \in \{1, 2, ..., n\})$ entry of $\hat{\alpha}$. The $\ell^\text{th}$ column of the extrapolation matrix $X$ has all zeros except the $\ell^\text{th}$ entity which is equal 1. We improve the computation efficiency by storing the $c$ positions of these columns, instead of performing $c$ vector-vector multiplications.
use the speed predictions to predict the travel times along these future traffic conditions along several potential routes. Next we rely on the compressed prediction method for inferring the prediction to additional practical applications. More precisely, the entire network for the $k$-th prediction horizon as:

$$\hat{C}^{i+k\Delta} = \hat{C}^{i-k\Delta}X,$$

(6)

where $\Delta$ is the sampling interval (e.g., 5 minutes). The row vector $\hat{C}^{i+k\Delta}$ contains the predicted traffic speed for $c$ selected locations and $k^{th}$ ($k=1, 2, \ldots, p$) prediction horizon. These predicted values $\hat{C}^{i+k\Delta}$ are computed on the server by means of a state-of-the-art prediction algorithm (e.g., support vector regression (SVR)). Since the extrapolation matrix $X$ remains unchanged for different prediction horizons, we can use (6) to perform network extrapolation for multiple prediction horizons $(k_{i+\Delta} \ldots k_{i+p\Delta})$. In this case the matrix $\hat{C} \in \mathbb{R}^{P \times c} ((\hat{C}_{i+\Delta} \ldots \hat{C}_{i+p\Delta})^T)$ has to be fetched from the server and sent to the smartphone. Similar to the application of traffic speed estimation, the extrapolation matrix can be either pre-computed on the server or re-computed on the smartphone; leading to the already described D-NA and D-AD scenarios, respectively.

D. CX method for travel time prediction

In the following we extend the idea of compressed prediction to additional practical applications. More precisely, we rely on the compressed prediction method for inferring the future traffic conditions along several potential routes. Next we use the speed predictions to predict the travel times along these routes.

Similar to (5), we predict the traffic speed of the link $j$ and horizon $k$ as follows:

$$\hat{C}^{i+k\Delta} = \hat{C}^{i+k\Delta}x_j.$$

(7)

By fetching the matrix $\hat{C}$ from the server and multiplying each row of the matrix $\hat{C}$ with the corresponding columns of $X$, we can compute the expected traffic conditions at different time instances (see (7)). We estimate the prediction horizon $(k)$ when the driver will be traveling through the link $s_j$ as follows [24]:

$$k_{s_j} = \left\lceil \frac{1}{\Delta}(T_o + \sum_{i=1}^{j-1} \frac{l_i}{\hat{v}_{i,k}}) \right\rceil + 1,$$

(8)

where $k_{s_j}$ is an integer $\lceil [1, 2, \ldots, p]\rceil$. $l_i$ is the length of the link $s_i$. $\hat{v}_{i,k}$ is the predicted speed for the link $s_i$ and prediction horizon $k$ ($k \leq k_{s_j}$). The variable $T_o$ represent the time offset between the current time and trip starting time. We assume that the server performs route selections by means of a state-of-the-art routing algorithm, and sends the ordered list of $L$ road segments, along the selected route, to the smartphone. As an alternative, the lists of road segments (of commonly used routes) may be pre-stored in the smartphone memory. For each link in the list, we use (8) to compute the prediction horizon $k$. Then, we apply the computed $k$ in (7) to obtain a link travel time. Hence, the complexity of the travel time computations for the selected route involves $L$ vector-vector multiplications (where each vector has $c$ elements) and straightforward addition of link travel times.

We use the smartphone’s resources to predict the travel time and inform the driver about the most likely traffic conditions of the particular link at time when he is expected to travel across this link. This information can help the drivers in deciding the route, mode of transportation and the departure time. As part of future work, we will investigate the option to (partially) perform routing on the smartphone.
In the following section, we explain the different modes of operations and development platforms that we use to evaluate the computational performance of smartphone devices for the applications of traffic speed estimation and prediction, and travel time prediction.

A. Mode of operations

Fig. 2 shows the list of operations that are performed on the server and smartphone, for centralized and decentralized modes of operations. In the centralized (or traditional) approach the server performs all the required computations; i.e., collecting, processing and sending the traffic data to the smartphone. The smartphone is not involved in any calculations in this scenario, instead it only handles the visualization. Specifically, the smartphone overlays the obtained data on the top of underlying road map (see Fig. 4).

In the decentralized operation mode, the server only collects the traffic data for a subset of the road segments in the network and performs predictions for these roads by means of a state-of-the-art prediction algorithm. Next the server sends the collected and predicted data to the smartphone, which uses its own resources to perform the network extrapolation, estimate the travel time along the requested route, and visualize the computed data. We recall that relationship matrix \( X \) can be either computed in advance for the predefined subset of the links and stored in the phone memory (see D-NA approach in Fig. 2) or computed online with the help of computational resources of the smartphone and historical traffic matrix \( A \), stored in the phone memory (see D-AD approach in Fig. 2).

In this study, we evaluate the execution time and memory requirement of the traffic app for the different modes of operations and ITS applications. Although any Android platform can be used to build the app, we rely on the commonly used SDK and NDK approaches which we briefly explain in the following.

B. Android platforms

We have developed an app that estimates or predicts the traffic speed by means of the CX method, and then overlays the traffic information on the top of the street map. The proposed smartphone app has two components. The first component conducts the vector-matrix operations on the traffic data. The second component performs visualization, where road segments are colored according to the inferred or predicted traffic speed (see Fig. 4). We have implemented apps in two environments: SDK and NDK. In Fig. 3, we depict the data flow in both implementations. In the former, we use the traditional SDK development platform to perform the computations and visualization operations, with the help of Java computation libraries and the ArcGIS module (see Fig. 3a). In the latter, we use the Java Native Interface (JNI) to call the native applications and libraries in Java code. We use these applications and libraries, written in C/C++, to perform vector-matrix operations. Once the computations have been performed, JNI sends the data to the Java environment where the visualization tasks are performed using the ArcGIS module (see Fig. 3b).

V. EXPERIMENTAL SETUP

In this study, we consider the nationwide traffic network in Singapore that contains highways and arterial roads. The variable of interest is the average traffic speed, i.e., the mean speed of all vehicles which traverse a road segment during the given sampling interval of 5 minutes. The Land Transportation Authority provided us experimental data for a period of three months (August - October 2011). We selected 10,000 highway and arterial links that have less than 5% of missing values. We imputed the missing data by means of the Low Dimensional CP Weighted OPTimization (LDCP-WOPT) imputation method as it can deal with large data set [25], [26]. The relative imputation error is negligible (\( \sim 2\% \)) since only a few percent of data (\( \sim 3\% \) on average) is missing [25].

We use this data set for the following two purposes: (i) to evaluate the performance of column based (CX) low-dimensional models for the applications of traffic speed estimation and prediction, and travel time prediction; (ii) to compute the execution time of the proposed app for these applications and different modes of operations. Since the size of the network significantly impacts the required execution
Fig. 4: City-scale traffic network of Singapore with 10,000 links of the arterial (grey) and highway (other colors) categories. The highway network contains 2,156 road segments, divided into 8 highways. Each highway is marked with different color and used as a testing route for travel time calculations.

A. Performance of low-dimensional models

We divide the data set into training and test subsets. The training subset contains the speed data of the months August and September, 2011. In case of D-AD mode of operations, we use speed data of one week (within two months), leading to the eight mutually exclusive training subsets. The training subset is used to determine the subnetwork of $c$ links (see (3) and Section III-A), generate relationship matrices (see (1) and (4)), and train predictors. All the predictors are trained on the training data for two months. We apply support vector regression (SVR) for prediction as it is a commonly used and effective approach [27], [29]–[32]. The test subset contains the speed data of the month October 2011. We use the test subset to assess the accuracy of the applications. In case of D-AD mode of operations, the reported accuracy refers to the average performance of eight different training subsets.

We apply SVD and uniform sampling strategies to identify the $c$ links in the network. The SVD selection strategy is deployed for the D-NA scenario where the server sends traffic data for a predefined subset of the locations to the smartphone. The uniform selection strategy is deployed for the D-AD scenario since the traffic data is obtained from arbitrary sets of links (without control of the user).

1) Traffic speed estimation: We collect traffic information at $c$ locations and extrapolate this information through the network using the relationship matrix (see (3)), inferred from the training data set.

2) Speed prediction: We predict the traffic variable at $c$ locations using a baseline (SVR) predictor and extrapolate these predictions through the network using the relationship matrix (see (6)). As benchmark, we consider commonly used historical and instantaneous travel time methods [33].

4) Performance measure: We compute the percent root mean distortion (PRD) to evaluate the performance of the applications. The PRD quantifies the error as:

$$\text{PRD} = \frac{\| \mathbf{T} - \hat{\mathbf{T}} \|_F}{\| \mathbf{T} \|_F}.$$ (9)

For the applications of traffic estimation and speed prediction, $\mathbf{T}$ and $\hat{\mathbf{T}}$ are matrices that contain the true and inferred speed values, respectively for the entire network and all testing time instances. In case of traffic estimation $\hat{\mathbf{T}} = \mathbf{CX}$ while for the application of the traffic prediction $\hat{\mathbf{T}} = \hat{\mathbf{CX}}$. For the application of travel time prediction, $\mathbf{T}$ and $\hat{\mathbf{T}}$ are matrices that contain the true and predicted travel times, respectively for 16 test routes in the network and all testing time instances.

B. Computation time

We test the computational performance of the smartphones for the above ITS applications. We evaluate the execution time of the app for different modes of operations, development platforms, and smartphone devices using the Android emulator. The Android emulator accurately approximates the execution time of the proposed app for different smartphone devices (see Fig. 5) [9]. The execution time is measured by inserting the monitoring functions into the Android operating system [9]. Our development platforms rely on either the NDK+SDK framework or only the SDK platform (see Fig. 3). In the former, the computation components are coded in NDK framework using C/C++ libraries while the visualization part is executed through the SDK. In the latter, traffic app is built in commonly used SDK environment. Table I shows the specifications of different smartphone devices that are used in the experiments.

VI. RESULTS

In this section we analyze the performance of the low-dimensional models and execution time of smartphone app for the applications of traffic speed estimation and prediction, and travel time prediction.
Fig. 5: Computation time of the emulator (shaded bars) and the corresponding smartphone device (solid bars) for various test cases.

<table>
<thead>
<tr>
<th>Application and sampling strategy</th>
<th>Training subset</th>
<th>Compression Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimation (SVD)</td>
<td>2 months</td>
<td>2.80 5.13 7.20</td>
</tr>
<tr>
<td>Estimation (uniform)</td>
<td>2 months</td>
<td>2.95 5.31 7.67</td>
</tr>
<tr>
<td>Estimation (uniform)</td>
<td>1 week</td>
<td>5.15 7.11 9.06</td>
</tr>
</tbody>
</table>

TABLE II: PRD error [%] of the applied low dimensional approach for applications of estimation and for two sampling strategies.

A. Performance of the CX models for traffic applications

We use data from the Singapore highway network to evaluate the performance of the CX-based models. We sample the road segments according to the SVD and uniform sampling methods, since these techniques are deployed in D-NA and D-AD scenarios, respectively. For each sampling strategy and compression ratio, i.e., the ratio of the number of links in the subnetwork (c) and the total number of links (n), we repeat the experiments five times and report the mean value. The standard deviation around the mean (of these five runs) is typically less than .001 due to significant homogeneity of the highway traffic network.

1) Traffic speed estimation: Table II shows the estimation accuracy of the sampling techniques for different compression ratios. As expected, the SVD-based sampling strategy outshines the uniform sampling where all the columns (roads) have the same probability of being selected. The minor difference in performance is consequence of high homogeneity of the test network that only contains the highway segments. As can be seen from Table II, there is a slight reduction in estimation performance of the D-AD mode of operation as a consequence of reduced training subset.

2) Speed prediction: Fig. 6 shows the prediction accuracy of traditional and compressed methods, for different compression ratios and various prediction horizons. Table III shows the required computation times for the compressed and traditional methods when all experiments are run on a 2.67 GHz MacPro server on a single core and 32GB of random-access memory (RAM). The results indicate that column based (CX) low-dimensional methods provide significant reduction in computational complexity by explicitly dealing with the traffic variable for only a small subset of road segments in the network (see Table III). This reduction in the computational cost comes at the expense of a negligible increase in error (see Fig. 6). Similar to the application of traffic estimation, the degradation in prediction accuracy of the D-AD mode of operation is associated with the limited training data set.

3) Travel time prediction: Table IV shows the average accuracy of the proposed method (for different compression ratios) and benchmark methods. As can be seen from Table IV, the proposed method outperforms the historical and instantaneous models and shows that taking speed predictions into account leads to more accurate travel time estimation.

B. Computation time of the app

The performance of CX methods encourage us to explore the option where network extrapolation is performed on the smartphone which possesses significant computational power. In the following, we analyze the execution time of smartphone app for the applications of traffic speed estimation and prediction, and travel time prediction.

<table>
<thead>
<tr>
<th>CR</th>
<th>PRD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.43</td>
</tr>
<tr>
<td>2</td>
<td>2.75</td>
</tr>
<tr>
<td>4</td>
<td>2.82</td>
</tr>
<tr>
<td>10</td>
<td>3.24</td>
</tr>
<tr>
<td>Instant.</td>
<td>4.48</td>
</tr>
<tr>
<td>Hist.</td>
<td>6.44</td>
</tr>
</tbody>
</table>

TABLE IV: Performance of the proposed and benchmark methods for travel time estimation.
In the following, we present the performance of the D-NA mode of operations in the case of traffic networks that contain 5,000 and 10,000 road segments (see Table VI). Here, the server sends traffic data for the subset of the links to the smartphone where data extrapolation is performed with the help of the extrapolation matrix $X$. Table VI shows the promising execution time of the D-NA mode of operations, especially for higher compression ratios. However, the memory requirement of traffic app may make it less user friendly since the large extrapolation matrix $X$ has to be stored in the phone memory (see Table VI).

We now investigate decentralized adaptive (D-AD) mode of operations. Unlike in the D-NA case, the traffic data comes from the subset of locations which are only revealed in real-time and will change from one time instance to another. Consequently, the pre-defined relationship matrix cannot be used here. We deploy the NDK development platform to calculate the relationship matrix $X$ and perform network extrapolation in the case of three test networks. For computation of the matrix $X$, we use the historical data for the entire network, stored in the phone memory and fetched every time when a new subset of data is received. The stored historical data matrix encompasses one week of traffic data (2016 time instances) since the similar traffic patterns can be observed during the same week days [5]. Table VII shows the execution time of the traffic app for different sizes of the underlying traffic network. The computation time for the extrapolation matrix accounts for a significant portion of the total execution time, especially for the lower compression ratios and larger traffic networks (see Table VII). Hence, the D-AD mode of operations might be efficiently deployed in the following cases: (i) in small and moderate traffic networks (e.g., a few thousand links) regardless of the compression ratio; (ii) in large traffic networks in the case of higher compression ratios. In the case of large traffic networks and lower compression ratios (e.g., CR=2) the smartphone has to compute the pseudo-inverse of a large matrix which is still an intensive task for the existing smartphone resources (see Table VII). Table VII also provides the memory requirements of the historical traffic data, stored in the phone memory. The stored matrix contains the historical speed data for one week, which are stored as integer values.

2) Speed prediction: We now explore the execution time of the decentralized non-adaptive (D-NA) mode of operations for the application of compressed prediction. The predictions for $c$ road segments and $p$ prediction horizons are obtained from the server in the form of matrix $\hat{C} \in \mathbb{R}^{p \times c}$. To obtain traffic conditions in the entire network for the $k^{th}$ prediction horizon we multiply the $k^{th}$ row of $\hat{C}$ with the extrapolation matrix $X$, stored in the phone memory. The app execution time for the single prediction horizon is equivalent to the execution time for the application of speed estimation which we discussed earlier (see Tables V and VI). Naturally, execution time for $p$ multiple prediction horizons will be $p$ times larger than corresponding times given in Tables V and VI.

Similar to the application of traffic estimation, we assess the execution time of the D-AD mode of operations as the
sum of two components: (i) time required to compute the relationship matrix; (ii) time required to execute corresponding D-NA scenario (see Table VII).

3) **Travel time prediction:** Table VIII shows the app execution time for different sizes (L) of the test routes in the Singapore highways network using the NDK development platform and Nexus 5. The reported results refer to the D-NA mode of operations. Similar results are obtained for other two test networks that contain 5,000 and 10,000 links. As can be seen from Table VIII, smartphones are capable of performing travel time calculations, even along the routes that contain hundreds of road segments, corresponding to several kilometers of route length.

In case of the D-AD mode of operations, we assess the execution time of the app as the sum of two components: (i) time required to compute the relationship matrix (see Table VII); (ii) time required for travel time calculations and data visualization (see Table VIII).

### VII. Conclusions

In this paper, we evaluated the computational capabilities of the smartphones for three ITS applications: traffic speed estimation and prediction, and travel time prediction. Based on column based (CX) low-dimensional models, we developed a traffic app that uses speed measurements from a small number of locations in the network and delivers traffic conditions for the entire network through a vector-matrix multiplication. Furthermore, the proposed app uses generated predicted traffic data to predict the travel time along the particular route for given ordered list of segments on that route. We tested the proposed app for different development platforms, smartphone devices and different sizes of the test network. The numerical results show that column based (CX) matrix decomposition leads to accurate results and has low computational complexity, enabling real-time traffic prediction on smartphones. Results also show that the native development kit (NDK) development platform has considerably better performance than traditional software development kit (SDK) in the case of complex problems. For most of the tested scenarios, the execution time of the NDK is acceptable even for very large networks. Hence, while the “easily-programmable” SDK performs well for traditional traffic applications [1], [2], [10]–[18], the more complex operations should be coded in the NDK development platform.

We also explored the memory requirements of the app, since either the historical data or extrapolation matrix has to be stored in the phone memory. The numerical results show that in most tested scenarios, the memory requirements of the traffic app are acceptable.

The proposed decentralized modes of operations reduce the overhead of the communication network, since only the measurements from a subnet of the links are sent to the smartphone. More importantly, the decentralized adaptive mode of operations has great potential in emerging applications such as vehicle-to-vehicle communications. However, safety and security aspects of the vehicle-to-vehicle communications, for the suggested and other similar applications, have to be carefully considered and ensured [34]. In future work, we will investigate an approach where the traffic information are obtained from ad hoc probes in the network, leading to the “server-free” mode of operations. We will also provide a more detailed study of travel time estimation based on predicted traffic conditions and explore the option of performing routing on smartphones.
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<table>
<thead>
<tr>
<th>Number of the links along the route (L)</th>
<th>50</th>
<th>100</th>
<th>300</th>
<th>700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution time [ms]</td>
<td>690</td>
<td>790</td>
<td>857</td>
<td>919</td>
</tr>
</tbody>
</table>

TABLE VIII: Required computation time [ms] that traffic app takes to assess the future speed for the list of links, followed by computation of travel time.
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